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Abstract

Hydrogen bonds are an important contributor to free energies of
biological macromolecules and macromolecular complexes, and hence
an accurate description of these interactions is important for progress in
biomolecular modeling. A simple description of the hydrogen bond is
based on an electrostatic dipole–dipole interaction involving hydrogen‐
donor and acceptor–acceptor base dipoles, but the physical nature of
hydrogen bond formation is more complex. At the most fundamental
level, hydrogen bonding is a quantum mechanical phenomenon with
contributions from covalent effects, polarization, and charge transfer.
Recent experiments and theoretical calculations suggest that both electro-
static and covalent components determine the properties of hydrogen
bonds. Likely, the level of rigor required to describe hydrogen bonding
will depend on the problem posed. Current models include knowledge‐
based descriptions based on surveys of hydrogen bond geometries in
structural databases of proteins and small molecules, empirical molecular
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mechanics models, and quantum mechanics‐based electronic structure
calculations. Ab initio calculations of hydrogen bonding energies and
geometries accurately reproduce energy landscapes obtained from the
distributions of hydrogen bond geometries observed in protein structures.
Orientation‐dependent hydrogen bonding potentials were found to
improve the quality of protein structure prediction and refinement,
protein–protein docking, and protein design.

I. Introduction

Accurate modeling of hydrogen bonding interactions is critical for
progress in protein structure prediction, protein–protein docking, and
protein design. While the large number of hydrogen bonds in proteins
and protein interfaces underlines their importance, there may be no net
gain in free energy for hydrogen bond formation in protein folding and
binding; the formation of hydrogen bonds between protein atoms results
in the loss of hydrogen bonds made with water. However, most polar
groups in the nonsurface accessible interior of proteins form hydrogen
bonds to satisfy their hydrogen bonding potential (Baker and Hubbard,
1984; McDonald and Thornton, 1994). These requirements result in
considerable energetic and structural constraints and are in part respon-
sible for the regular backbone–backbone hydrogen bonding patterns of
a‐helix and b‐sheet regular secondary structure elements (Pauling and
Corey, 1951). Similarly, hydrogen bonds, particularly side chain–side chain
hydrogen bonds, are thought to play important roles in the specificity of
macromolecular interactions (Lumb and Kim, 1995; Petrey and Honig,
2000) and need to be taken into account in the prediction of protein
interaction preferences. Hydrogen bonds may be crucial for enabling
a unique three‐dimensional protein conformation or binding mode in
protein design applications (Looger et al., 2003; Lumb and Kim, 1995).

What is needed for an accurate description of hydrogen bonding inter-
actions within and between proteins? The physical nature of hydrogen
bonds is complex, and calculation of electrostatics, polarization, exchange
repulsion, charge‐transfer, and coupling contributions to hydrogen bond-
ing energetics (Kollman, 1977; Morokuma, 1971; Singh and Kollman,
1985; Umeyana and Morokuma, 1977) from first principles is not straight-
forward for biological macromolecules. Likely, the level of rigor required
to explain certain molecular properties in question will depend on the
problem posed. Which simplifications can be made in which context? An
example discussed in detail in this chapter is the orientation dependence
of hydrogen bonds, which has been a subject of considerable debate. An

2 MOROZOV AND KORTEMME
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electrostatic dipole–dipole model of a hydrogen bond would predict a
linear arrangement of the donor and acceptor dipoles. However, a ‘‘lone
pair’’ concept would imply directionality of the hydrogen bond (Fig. 1a).
What are the structural and energetic characteristics of hydrogen bonds in
protein structures and how can a model be devised that reproduces them?
Any simplified description of hydrogen bonds in biological molecules

needs to be tested by comparing its predictions against a large body of

Fig. 1. Mechanism and orientation dependence of hydrogen bond formation. A,
acceptor; D, donor; H, hydrogen; AB, acceptor base. (a) Orientation dependence of
hydrogen bond formation. Hydrogen bond formation along lone‐pair directions would
predict hydrogen bonding geometries such as the one shown on the left, whereas an
electrostatically dominated mechanism based on a dipole–dipole interaction (see b)
would favor the arrangement on the right. (b) Simple description of hydrogen bonding
interactions as the interaction of two dipoles with atom‐centered partial point charges.
Shaded spheres represent electron density shifted along the H–D and AB–A covalent
bonds toward more electronegative atoms, resulting in the appearance of partial charges
on all four atoms. (c) Schematic representation of hydrogen bond geometry. D, donor
atom; H, hydrogen atom; A, acceptor atom; AB, acceptor base; R1, R2, atoms bound to
the acceptor base. Geometric parameters describing the hydrogen bond are as follow:
dHA (Á̊), distance between hydrogen and acceptor atoms; C (degree), angle at the
acceptor atom; y (degree), angle at the hydrogen atom; X (degree), dihedral angle
around the A–AB axis. As hydrogen atoms are generally not included in the coordinates
derived from X‐ray crystallographic data, polar hydrogen atoms were added in cases
where the position of the hydrogen atom was given by the chemistry of the donor group
(backbone amide protons and side chains donor groups of tryptophan, histidine,
asparagine, and glutamine residues). For the derivation of hydrogen bonding statistics,
histidine, asparagine, and glutamine residues were taken in their crystallographic con-
formations; similarly, polar hydrogens associated with a rotatable bond were not consid-
ered, as they could not be placed without making assumptions about the hydrogen
bonding geometry.

POTENTIAL FUNCTIONS FOR HYDROGEN BONDS IN PROTEINS 3
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experimental data, preferably obtained from macromolecules. A direct
comparison of predicted and observed hydrogen bonding energies in
biological macromolecules is not straightforward because the individual
components of the free energy cannot readily be measured independently
in experiments. More feasible but less direct strategies rely on the vast
information available on protein sequences and structures and use con-
cepts from computational protein design, protein structure prediction,
and protein–protein docking. The structure prediction and docking tests
measure the discrimination of misfolded from native or near‐native pro-
tein structures and the identification of correct relative orientations of
protein partners in protein–protein complexes, respectively (Kortemme
et al., 2003; Morozov et al., 2003). The tests are based on the assumption
that native protein structures and protein–protein interfaces are lower
in free energy than the vast majority of nonnative conformations. While
it is not necessary for every individual contribution to the free energy (such
as the hydrogen bonding component) to favor the native structure, it is
plausible that given several alternative models of a certain energetic contri-
bution, the one that most favors the native sequence and structure is the
most accurate (Morozov et al., 2003). In the protein design test, different
potentials are evaluated by their ability to reproduce native amino acid
sequences (Kuhlman and Baker, 2000). Given the constraints on protein
structure imposed by hydrogen bonding requirements and the presumed
role of side chain–side chain hydrogen bonds in protein interaction speci-
ficity, this test can be expected to be sensitive to different models of
hydrogen bonding.

This chapter reviews approaches to describing hydrogen bonding inter-
actions in biomolecular simulations and the applications of these methods
to protein structure prediction, protein–protein docking, and design of
proteins and protein‐mediated interactions. We start with a brief descrip-
tion of the physical mechanism of hydrogen bond formation. We then
discuss various simplifications made in modeling hydrogen bonding inter-
actions using knowledge‐based potentials, force field methods, and elec-
tronic structure calculations. Comparing these approaches, we have found
a remarkable agreement between the orientation dependence of hydro-
gen bonds observed in protein structures and electronic structure
calculations (Morozov et al., 2004). We illustrate how a simple orienta-
tion‐dependent hydrogen bonding potential derived from the geometric
characteristics of hydrogen bonds in high‐resolution structures can
be tested in protein structure prediction, protein–protein docking, and
protein design applications. Combining the generality and ab initio nature
of quantum mechanical electronic structure calculations with more com-
putationally efficient empirical models may help to approach remaining

4 MOROZOV AND KORTEMME
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important challenges in modeling protein hydrogen bonds, such as polari-
zation effects causing nonadditivity in hydrogen bonding energies and
proton transfer in biological catalysis.

II. Physical Mechanism of Hydrogen Bond Formation

A simple description of the hydrogen bond is based on an electro-
static dipole–dipole interaction involving hydrogen‐donor and acceptor–
acceptor base dipoles (Fig. 1b), where the dipole moments depend only on
the intrinsic electronegativity of the donor and acceptor atoms (i.e., on the
affinity of those atoms for electron density). In this approximation, dipoles
are represented by atom‐centered partial charges, and more complex
context‐dependent effects are assumed to be negligible. For the hydrogen
bond dipoles in Fig. 1b, the most favorable orientation is head to tail,
resulting in linear hydrogen bonds with C at 180� (C is the angle at the
acceptor atom; see Fig. 1c).
The simple dipole–dipole interaction picture does not account for cases

in which optimal hydrogen bonding geometry deviates significantly from
linearity. Such deviations from linearity could be rationalized on the basis
of the electronic structure of the acceptor and hydrogen atoms, which
reveals that representing hydrogen–acceptor interactions with point
charges of fixed magnitude is a significant simplification. In a more
detailed description, the spatially distributed charge density of the hydro-
gen atom interacts with the valence electron cloud on the acceptor and is
thus sensitive to the number of valence electrons and their charge density
distribution. For example, the ‘‘lone pairs’’ of a sp2 hybridized oxygen
atom are at positions corresponding to an angle C at the acceptor atom of
120�, and hence hydrogen bonds with C ¼ 120� should be more favorable
than hydrogen bonds with C ¼ 180�. Likewise, sp2 hybridized acceptors
should exhibit variations in hydrogen bonding energies when the dihedral
angle X around the acceptor–acceptor base bond is changed.
Concepts of hybridization states and lone pairs are themselves simplifi-

cations (McGuire et al., 1972). The overall shape of valence electron
orbitals on the hydrogen and acceptor atoms can change in a variety of
ways. Formation of the hydrogen bond itself leads to altered electron
density; in fact, polarization of the electron cloud around the hydrogen
atom is one of the reasons for short hydrogen–acceptor distances. The
electron density around the hydrogen atom is redistributed, minimizing
the distance between the acceptor orbitals and the proton. This phenome-
non imparts a partially covalent character to the hydrogen bond due to
mixing of hydrogen and acceptor orbitals. Polarization of hydrogen bond-
ing orbitals can also be affected by the presence of nearby charged groups

POTENTIAL FUNCTIONS FOR HYDROGEN BONDS IN PROTEINS 5
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and hydrogen bonds and by an external electric field from the remainder
of the molecule. The quantum mechanical description of hydrogen bond
formation detailed later thus implies that some properties of hydrogen
bonds cannot be represented accurately by electrostatic descriptions re-
lying on a point charge model. The question remains, however, whether
varying approximations of the physics of hydrogen bond formation can
lead to useful biological predictions and which level of theory is required
for which application. The following sections illustrate approaches to mod-
eling hydrogen bonds in biomolecular simulations and their application
to protein structure prediction, protein–protein docking, and protein
design.

III. Main Approaches to Modeling Hydrogen Bonds in
Biomolecular Simulations

A. Potentials Derived from Hydrogen Bonding Geometries Observed
in Crystal Structures

Structure‐derived potential functions (for a review, see Jernigan and
Bahar, 1996) have been popular in protein modeling, in part due to their
simplicity and computational speed compared to more sophisticated mod-
els of detailed balances between physical forces. While most of these
structure‐derived approaches classify interactions based on identities of
pairs of amino acid side chains or types of atoms, specific potentials
describing hydrogen bonding interactions (Fabiola et al., 2002; Gavezzotti
and Filippini, 1994; Grishaev and Bax, 2004; Grzybowski et al., 2000;
Kortemme et al., 2003) have also been developed.

In general, derivation of such ‘‘knowledge‐based potentials’’ involves
conversion of experimentally observed frequency distributions of certain
features in the protein structure database (i.e., spatial proximity of posi-
tively and negatively charged side chains) into pseudo‐energies by assum-
ing a Boltzmann distribution over those features. Caveats inherent in this
approach have been pointed out. First, Boltzmann statistics apply to a
single closed system at a fixed temperature that can populate different
energy levels, but sets of unrelated small molecule or protein structures
solved under different experimental conditions are not in thermodynamic
equilibrium with each other. Nonetheless, statistically derived energies
can correlate with experiment, for example, for exterior–interior parti-
tion energies that match experimental water–octanol transfer energies
(Thomas and Dill, 1996). Second, the assumption that different statistical
terms derived for pairwise interactions are independent from each other

6 MOROZOV AND KORTEMME
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may not be valid (Thomas and Dill, 1996). Third, commonly used poten-
tials differ in their ‘‘reference state’’ (in which interactions are assumed to
be absent). The particular reference state chosen can significantly influ-
ence predictions; for example, nonphysical properties of knowledge‐based
potentials such as long‐range repulsions between hydrophobic residues
may be eliminated by the choice of the reference state (Zhang et al., 2005).
Grzybowski et al. (2000) argued that inversion of frequency distributions

to obtain pseudo‐energies is justified theoretically for a set of molecules
frozen in low energy states, where the total energy is the sum of many
independent contributions that are functions of some parameter p; in such
ensembles, the negative logarithm of the observed frequency of the value
of p is proportional to the interaction energy for that value of p, even
though the set of molecules is not in thermal equilibrium (Grzybowski
et al., 2000). The short‐range geometric features of hydrogen bonds in
crystal structures may be a reasonably good example of such a dataset
(Grishaev and Bax, 2004; Grzybowski et al., 2000; Kortemme et al., 2003).
Another potential shortcoming of database‐derived potentials is the

question of transferability if relevant parameters of a potential are derived
for a specific system. While the physical principles governing interactions
should be the same for all classes of molecules, the details may be
different. For these reasons, different energy functions based on hydrogen
bond geometrical parameters were derived from sets discriminated by the
chemical characteristics of hydrogen bonded groups (e.g., ester versus
amide), by the type of system (small molecule or protein), or by structural
criteria (backbone–backbone hydrogen bonds in a helices and b sheets of
proteins versus side chain–side chain hydrogen bonds) (Fabiola et al.,
2002; Gavezzotti and Filippini, 1994; Grishaev and Bax, 2004; Grzybowski
et al., 2000; Kortemme et al., 2003). Potentials also differ in the choice of
geometric parameters used to describe hydrogen bonds (e.g., see Fig. 1c)
and whether multidimensional potentials were extracted that take parame-
ter dependencies into account (Grishaev and Bax, 2004; Grzybowski et al.,
2000).
Figure 2 shows the distributions of four geometrical parameters of

hydrogen bonds observed for side chain–side chain interactions involving
sp2 hybridized acceptor groups in high‐resolution protein crystal structures
(Kortemme et al., 2003): (a) the distance dHA between the hydrogen atom
and the acceptor atom, (b) the angleC at the acceptor atom, (c) the angle
y at the hydrogen atom, and (d) the dihedral angle X corresponding to
rotation around the acceptor–acceptor base bond (Fig. 1c depicts geomet-
rical degrees of freedom used to describe a hydrogen bond). The protein
hydrogen bonding geometry distributions shown in Fig. 2 are similar to
those compiled on a smaller protein set in the classic paper by Baker and

POTENTIAL FUNCTIONS FOR HYDROGEN BONDS IN PROTEINS 7
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Hubbard (1984). For side chain–side chain hydrogen bonds with sp2

hybridized acceptor atoms, the angle at the hydrogen is largely linear
(after proper correction for the geometric bias at angles close to linearity).
Distribution of the angle at the acceptor atom peaks around 120�, as
expected based on simple considerations of lone pair geometries at the
acceptor atom. Similar dependencies are observed for hydrogen bonds to
sp3 hybridized acceptor atoms, with a slightly sharper distribution for the
C‐angle acceptor (but not shifted to significantly lower angles). The geo-
metries of backbone–backbone hydrogen bonds differ significantly from
those of side chain–side chain hydrogen bonds: the angle at the hydrogen
is not predominantly linear and the angle at the acceptor is shifted from
120� to larger angles. Distributions also vary between different secondary
structures (Kortemme et al., 2003). A likely explanation is that the forma-
tion of regular secondary structures imposes steric constraints, causing
hydrogen bond geometries to deviate from ideal values. Deviations of the

Fig. 2. Distributions of hydrogen bonding geometric parameters obtained from 698
protein crystal structures for side chain–side chain hydrogen bonds involving an sp2

hybridized acceptor (Kortemme et al., 2003). Corrected counts take into account the
different volume elements encompassed by the angular bins for psi and theta using a
sin (angle) angular and a (distance)2 distance correction. Hydrogen bond geometric
parameters are defined in Fig. 1c.

8 MOROZOV AND KORTEMME
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geometries of backbone–backbone hydrogen bonds from those of less
sterically constrained hydrogen bonds may have consequences for
hydrogen bonding energetics in a helices and b sheets.
We derived an empirical orientation‐dependent hydrogen bonding

potential from the negative logarithm of the observed hydrogen bonding
distributions (Kortemme et al., 2003). We assumed independence of the
different geometric parameters to generate one‐dimensional landscapes
relating the distance and angle distributions to energetic variations. An
exception is the distance dependence of the angular terms for side chain–
side chain hydrogen bonds (Kortemme et al., 2003) that was also noticed
for small molecules (Grzybowski et al., 2000) and backbone–backbone
hydrogen bonds in proteins (Lipsitz et al., 2002). Moreover, the relative
scaling of structure‐based statistical potentials may be complicated. Thom-
as and Dill (1996) pointed out that the temperature parameter of the
Boltzmann distribution is not necessarily a single parameter for all sub-
structures in proteins, which would affect the relative strength of hydrogen
bonding interactions.

B. Molecular Mechanics: Comparison with the Structure‐Derived,
Orientation‐Dependent Potential

Most modern molecular mechanics (MM) force fields (for a recent
account of force fields, see Ponder and Case, 2003 ) rely on the combina-
tion of Coulomb and Lennard–Jones interactions to model hydrogen
bonds implicitly, using a relationship similar to Eq. (1) to describe all
nonbonded interactions:

V ðrÞ ¼
X

nonbonded

qiqj
Erij

þ dij
Rmin;ij

rij

� �12

�
Rmin;ij

rij

� �6
" #( )

; ð1Þ

where rij is the distance between atoms i and j, qi and qj are atomic partial
charges, is the effective dielectric constant (which may be distance depen-
dent in some force fields), and dij and Rmin, ij are functions of the well
depth and the distance at the minimum of the Lennard–Jones 6–12 empiri-
cal potential, respectively (see, e.g., MacKerrell et al., 1998). The sum in
Eq. (1) includes all nonbonded atoms. The first term in Eq. (1) describes
electrostatic interactions, whereas the second and the third terms provide
an empirical description of exchange repulsion and attractive van der
Waals interactions. Even though the functional form of the potential
energy is quite simple, it depends on a large number of empirical para-
meters, which must be obtained from ab initio electronic structure calcula-
tions on small molecules and/or experimental data such as densities and

POTENTIAL FUNCTIONS FOR HYDROGEN BONDS IN PROTEINS 9
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enthalpies of vaporization of organic liquids. A set of parameters together
with the functional form of the potential constitute a specific force field.
Differences in parameterization strategies and input experimental data
lead to alternative sets of force field parameters that are similar but not
mutually transferable. Furthermore, a priori emphasis on specific aspects
of simulations, such as the ability to reproduce certain gas phase or
condensed phase properties, means that each force field has a range
of molecular systems and molecular properties for which its application is
suitable and thoroughly tested.

The simple model of a hydrogen bond described by the combination of
Coulomb and electrostatic interactions [Eq. (1)] without an explicit
hydrogen bonding description goes back to early work on MM simulations
(Hagler and Lifson, 1974; Hagler et al., 1974). Because each new term
in the MM potential function requires additional empirical parameters, it
is quite appealing to keep the functional form of the potential function
as simple as possible. While most widely used current force fields such
as AMBER, OPLS, and CHARMM (Cornell et al., 1995; Jorgensen et al.,
1996Z; MacKerrell et al., 1998) do not employ explicit hydrogen bonding
terms, this was not always the case. For example, the original AMBER
potential function published in 1984 (Weiner et al., 1984) included
a Lennard–Jones‐like 10–12 function for the description of hydrogen
bonding energies:

X
H�bonds

Cij

rij 12
� Dij

rij 10

� �
: ð2Þ

This potential does not have any terms describing angular dependencies of
hydrogen bonds and is similar to the 10–12 hydrogen bonding potential
originally proposed by McGuire et al. (1972). They found that hydrogen
bonding energies were represented adequately by a sum of Lennard–Jones
and electrostatic interactions plus the 10–12 hydrogen bonding term with
empirical constants adjusted according to the hydrogen bond type. This
notion was supported by CNDO/2 ab initio calculations [an approximation
to Hartree–Fock (HF) theory] on hydrogen bonded dimers of small mole-
cules. Explicit orientation dependence of hydrogen bonding energies was
omitted on the grounds that it can be reasonably well reproduced as a sum
of all distance‐dependent interatomic interactions in hydrogen bonded
dimers. Thus orientation dependence would be enforced by ‘‘nonlocal’’
interactions involving atoms other than the donor‐hydrogen and acceptor–
acceptor base dipoles (see Fig. 1). Because the functional form of such a
hydrogen bonding term was very close to the Lennard–Jones component
of the force field, the second‐generation AMBER force field omitted it

10 MOROZOV AND KORTEMME
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altogether (Cornell et al., 1995), relying instead on the combination of
Lennard–Jones and Coulomb interactions to model hydrogen bonded
complexes.
This point of view was supported in a study by No and co‐workers

(1995), who argued on the basis of ab initio molecular orbital calculations
with the 6–31G** basis set that the angular dependence is important in an
empirical hydrogen bonding function, but can be modeled with a 6–12
type potential involving 1–3 atomic pairs.
Similarly, the widely used OPLS force field does not contain an explicit

hydrogen bonding term: the emphasis of OPLS parameterization is on
reproducing thermodynamic properties of organic liquids such as enthal-
pies of vaporization, densities, and free energies of hydration (Jorgensen
and Tirado‐Rives, 1988; Jorgensen et al., 1996). No special hydrogen
bonding functions were found to be necessary to describe these properties
in molecular simulations. The original CHARMM potential function
(Brooks et al., 1983) had a dedicated hydrogen bonding term in which
a Lennard–Jones‐like potential between donor and acceptor atoms was
modulated by a cosm(y)cosn(C) function, where y is the angle at the
hydrogen atom and C is the angle at the acceptor atom (Fig. 1c). The
exponent m was determined by the donor atom type, and the exponent n
was determined by the acceptor atom type. This explicit hydrogen bonding
term was subsequently dropped (Neria et al., 1996; MacKerrell et al., 1998)
based on ab initio calculations carried out in the Karplus group (Reiher,
1985). Reiher compared CHARMM energies with empirically scaled HF
energies and concluded that (1) hydrogen bonding was described ade-
quately by the sum of Coulomb and Lennard–Jones interactions with
refined van der Waals parameters and atomic partial charges and (2) the
explicit hydrogen bonding term with the cosine‐based angular factor was
no longer necessary to describe hydrogen bonding energetics.
The challenge of reproducing the directional character of hydrogen

bonds with empirical potentials was taken into account by the developers
of the MM3 force field (Allinger, 1989; Lii and Allinger, 1994, 1998). The
MM3 force field contains an orientation‐dependent hydrogen bonding
term motivated by the molecular orbital picture of hydrogen–acceptor
interactions. Including this term into the potential function resulted in
the substantial improvement of MM3 predictions of energies and geome-
tries of hydrogen bonded complexes with respect to the results from
ab initio calculations. The ab initio calculations of small molecule hydrogen
bonded complexes were carried out at the 6–31G** MP2 level, and MM3
hydrogen bonding parameters were subsequently reoptimized to fit the
ab initio results.

POTENTIAL FUNCTIONS FOR HYDROGEN BONDS IN PROTEINS 11
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Likewise, the DREIDING force field developed by Mayo et al. (1990)
includes an explicit orientation‐dependent hydrogen bonding term
modeled as a product of a 10–12 Lennard–Jones‐like potential with a
cos4(y) angle‐dependent factor. Because this potential depends only on
the angle at the hydrogen atom, it can lead to nonphysical hydrogen
bonding geometries, as all angles at the acceptor atom are equally allowed.
The authors recognized this problem and modified the hydrogen bonding
potential, making it a function of additional angles (including the angle at
the acceptor atom) in a hybridization‐dependent manner (Gordon et al.,
1999). The modified hydrogen bonding potential became a part of a force
field developed explicitly for computational protein design.

In general, the assignment of single point partial charges to hydrogen
bonded atoms leads to intrinsic preference for linear hydrogen bonds
because of the interaction between the donor‐hydrogen and the acceptor–
acceptor base dipoles. The idea that orientation dependence of hydrogen
bonds could be rescued by adjusting empirical parameters of both
hydrogen bonded atoms and neighboring covalently bound atoms sug-
gests a more nonlocal picture of hydrogen bond formation (Buck and
Karplus, 2001). The orientation dependence of hydrogen bonding ener-
gies modeled as a function of empirical parameters in the nonlocal picture
(i.e., involving atoms other than donor, hydrogen, acceptor, and acceptor
base) may be distorted when these parameters are refitted for the next
generation of the force field.

C. Quantum Mechanics: Comparison with Molecular Mechanics and the
Structure‐Derived Potential

Quantum mechanical (QM) electronic structure calculations can, in
principle, provide the most fundamental way of describing the subtle
physical phenomena associated with hydrogen bonding interactions in
macromolecular systems. Because high‐level QM description of hydrogen
bonds in their biomolecular setting is currently impossible due to compu-
tational limitations on the size of the molecules, model hydrogen bonded
systems based on small molecule analogs have to be studied instead.
Despite their limitations, these studies may serve to address the question
of the relative importance of local versus nonlocal effects in hydro-
gen bonding geometries and energetics. Electronic structure calculations
on simple hydrogen bonded model systems will describe local interactions
in the absence of the complex context dependence found in macro-
molecular structures. Comparison with hydrogen bonding properties in
experimentally determined structures of proteins may then shed light on
the macromolecular context dependence, as described later. Moreover,

12 MOROZOV AND KORTEMME
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extension of simple model systems to include higher order cooperative
effects can also be carried out using electronic structure methods.
There is a wide variety of quantum chemistry methods available for

computing energies of hydrogen bonded systems. One standard approach
is based on predicting molecular energies and geometries with the
Hartree–Fock (HF) self‐consistent field method (Szabo and Ostlund,
1982). By construction, HF theory neglects explicit electron–electron cor-
relations but includes exact exchange interactions. In some cases, the HF
approximation leads to quantitatively and even qualitatively inaccurate
predictions that can be improved upon using multiconfigurational wave
functions, pair and coupled‐pair theories, or the many‐body Moller–Plesset
perturbation theory (Szabo and Ostlund, 1982). The many‐body Moller–
Plesset perturbation theory (commonly abbreviated as MPX, where X is the
order of the highest perturbative correction) is the most computationally
efficient, especially if the perturbative expansion is truncated at the lowest
MP2 level. The accuracy of MP energies depends primarily on the quality
of the basis set used in the calculation and on the order at which the
perturbative series is truncated.
An alternative approach to computing energies and geometries of

hydrogen bonded systems is based on density functional theory (DFT)
(Parr and Yang, 1989). DFT takes advantage of the fact that all ground‐
state properties of a molecular system, particularly its energy, are a function
of only the electron density with 3 degrees of freedom rather than the full
many‐body wave function with 3N degrees of freedom for N electrons. This
allows for a formulation of the theory, which is no more computationally
demanding than HF, but can, in principle, take all electron–electron
correlations and exchange into account. However, the exact form of the
‘‘correlation and exchange’’ contribution to the energy density functional
is unknown, and various approximate exchange‐correlation functionals
have to be constructed. The accuracy of such functionals has to be verified
explicitly using diverse sets of molecules, and predicted energies have to be
compared with MP and other molecular orbital methods and experimental
measurements. In the case of hydrogen bonds, testing against other
ab initio methods and experimental data shows that DFT methods are
capable of reproducing hydrogen bonding energies with reasonable accu-
racy (Kaschner and Hohl, 1998; Topol et al., 1995; Tuma et al., 1999). In
particular, Topol et al. (1995) carried out DFT energy calculations for six
hydrogen bonded dimers and demonstrated that experimental dimeri-
zation enthalpies were, in most cases, reproduced with discrepancy of
about 1 kcal/mol. Kaschner and Hohl (1998) concluded by comparison
with experiment and post‐HF molecular orbital calculations that DFT
with gradient‐corrected (nonlocal) exchange‐correlation functionals was

AU1
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a reliable method for calculating relative energies and geometries of
isomers of glycine and alanine and their oligopeptides.

Hydrogen bonds observed in proteins and other biomolecules are
characterized by a range of different orientations of donor and acceptor
groups. Therefore, in order to model hydrogen bonds typically found in
proteins it is not sufficient to sample the vicinity of one or several energy
minima of a given hydrogen bonded model. Rather, a hydrogen bonding
energy landscape needs to be constructed in which all geometric degrees
of freedom are consistently varied and sampled. Moreover, the structural
environment in which hydrogen bonds are formed, as well as competing
contributions from other interactions, may influence hydrogen bonding
energies and geometries. Even neglecting potential higher order context
effects in proteins, the sampling problem becomes formidable when
several degrees of freedom are involved. For example, sampling a full
four‐dimensional energy landscape of a single hydrogen bond for the four
geometric parameters described in Fig. 1c would require at least 104–105

separate QM calculations. In order to simplify the problem, we have chosen
a more practical approach based on creating one‐dimensional projections
of the complete multidimensional energy landscape. Each landscape pro-
jection corresponds to varying only one degree of freedom at a time. The
initial dimer conformation for each projection is theminimum energy one,
obtained by optimizing geometric positions of all nuclei on the energy
landscape computed with the selected QM method (Fig. 3).

Fig. 3. Three representative conformations of a hydrogen bonded formamide
dimer. The angle at the acceptor (C) is varied to create a one‐dimensional projection
of the full hydrogen bonding energy landscape. Shown are conformations with C ¼ 95,
135, and 175�. All other degrees of freedom are taken from the out‐of‐plane formamide
dimer, which was optimized geometrically using DFT.

14 MOROZOV AND KORTEMME
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Different model systems have been used for quantum mechanical cal-
culations of hydrogen bonding energy landscapes. Morozov et al. (2004)
carried out a QM analysis using an out‐of‐plane formamide dimer as a
model system for side chain–side chain hydrogen bonds. The formamide
molecule can be viewed as the hydrogen bonded moiety of asparagine or
glutamine truncated at Cb (Cg for glutamine) and capped by a hydrogen
atom. Using a methyl group instead of the hydrogen atom to cap the
truncation site suggests acetamide as an alternative small molecule model
of the hydrogen bonded side chain. Acetamide retains more of the aspara-
gine side chain by replacing Ca rather than Cb with a hydrogen; however,
including the group may restrict the range of conformations an acetamide
dimer can adopt, altering the energy landscape. Conformational restric-
tion due to excluded volume plays an important role inN‐methylacetamide
(NMA), which forms almost linear hydrogen bonds in NMA dimers and
NMA–formamide dimers, likely due to the repulsion caused by NMA
methyl groups (Buck and Karplus, 2001; Guo and Karplus, 1992; Qian
et al., 1999). For example, using the CHARMM22 empirical energy func-
tion, Buck and Karplus found that the deviation from linearity at the
acceptor angle is 18� for antiparallel and 0� for parallel NMA dimer con-
figurations, in agreement with ab initio quantum mechanical results and
other empirical calculations (Gao and Freindorf, 1997; Guo and Karplus,
1992, 1994; Torii et al., 1998; Watson and Hirst, 2002). The NMA dimermay
be a reasonable model for main chain hydrogen bonds, but side chain
hydrogen bonds are probably better modeled with the formamide or
acetamide dimer. A number of low‐energy formamide dimer arrangements
(parallel, antiparallel, and out of plane) have been described in the litera-
ture (Vargas et al., 2001; Watson and Hirst, 2002). For comparison with
protein side chain statistics, the out‐of‐plane formamide dimer with a
single hydrogen bond (Fig. 3) is an ideal system: while the cyclic dimer
conformation with two N�H���O k C hydrogen bonds is the global energy
minimum of the formamide dimer (Vargas et al., 2001; Watson and Hirst,
2002), it is less relevant to studies of single side chain–side chain hydrogen
bonds typically found in proteins. However, side chains making multiple
hydrogen bonds and main chain hydrogen bonds in secondary structure
elements require different small molecule models that are more suitable
for studies of the relevant physical phenomena, such as hydrogen bonding
cooperativity in a helices and b sheets.
We used DFT, HF, and MP2 methods in our electronic structure cal-

culations to make sure that the resulting energies do not depend strongly
on the chosen quantum chemistry method. We used the NWChem
4.1 (Harrison et al., 2002) quantum chemistry software package [other
standard software packages are Gaussian (http://www.gaussian.com) and

POTENTIAL FUNCTIONS FOR HYDROGEN BONDS IN PROTEINS 15
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Jaguar (http://www.schrodinger.com)]. The aug ‐cc ‐pVDZ basis set was
employed, with all dimerization (hydrogen bonding) energies counter-
poise (CP) corrected (Boys and Bernardi, 1970) to account for the basis
set superposition errors caused by using finite basis sets. For DFT calcula-
tions, we used the Perdew, Burke, and Ernzerhof gradient‐corrected
exchange‐correlation functional (PBE96) (Perdew et al., 1996), which
reproduces results obtained using alternative nonlocal density functionals
and MP2 perturbative hydrogen bonding calculations with reasonable
accuracy (Ireta et al., 2003; Kaschner et al., 1998; Tuma et al., 1999). In
the case of MP2 calculations, absolute dimerization energies of hydrogen
bonded water dimers in the gas phase computed using CP‐corrected MP2
with the aug ‐cc ‐pVDZ basis set are within a few tenths of kcal/mol of the
experimentally observed values (Feller, 1992). Furthermore, the difference
in dimerization energies between two alternative dimer conformations
should be more accurate than the absolute energy values because of the
partial cancellation of errors related to finite basis sets.

Hydrogen bonding energies of formamide dimers as a function of dHA,
C, y, and X are plotted in Fig. 4 using DFT, HF, and MP2 methods. There
are pronounced minima in the dHA, C, and X energy dependences and a
shallower minimum in the y energy dependence. DFT and MP2 calcula-
tions produce essentially identical results (compare green solid curves and
blue dashed curves in Fig. 4), whereas HF calculations exhibit substantial
differences, especially in the location and magnitude of the dimerization
energy minima as a function of dHA and C (red curves with dashes and
dots in Fig. 4). The HF approach neglects explicit electron–electron corre-
lations, which are known to be important for accurate estimates of hydro-
gen bonding energies and geometries (Scheiner, 1997). Indeed, when
the electron–electron correlation energy is subtracted from the total
DFT dimerization energy, the shape of the energy surface becomes closer
to that computed using HF theory, with minima positions shifted and
dimerization energies underestimated (black solid curves in Fig. 4) as
in the case of HF calculations. The starting point for each series of calcula-
tions shown in Fig. 4 was the formamide dimer optimized geometrically
with the corresponding ab initio method. Comparison of geometrical para-
meters of the optimized dimers shows that DFT and MP2 minimum
energy conformations are virtually identical (e.g., dHA ¼ 1.94 Á̊ for DFT
and 1.97 Á̊ for MP2), whereas with HF theory the hydrogen bond is longer
(dHA ¼ 2.10 Á̊), and the angle at the acceptor atomC is more linear than in
either of the other QM methods (C ¼ 112.91� for DFT, 110.49� for MP2,
and 138.16� for HF).

It is important to investigate whether our method of creating four
series of dimer geometries in which one degree of freedom is varied at

16 MOROZOV AND KORTEMME
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a time while all the others stay fixed at their minimum energy values leads
to a significant distortion of the hydrogen bonding energy landscape. In a
more realistic description, all degrees of freedom should be allowed to
adjust in order to better accommodate a fixed value of the hydrogen
bond geometric parameter. We address this issue with an additional
DFT calculation in which a constrained geometric optimization is carried
out: the geometric parameter, which is varied to create a given projection
of the dimerization energy landscape, is kept fixed, but all other degrees
of freedom in the dimer are allowed to relax. The resulting landscapes are
shown as black curves in Fig. 5 (the green DFT curves without the extra
optimization from Fig. 4 are also shown in Fig. 5 for comparison). Both
approaches produce similar energies and qualitative behavior.
Comparison of the DFT calculations with the empirical orientation‐

dependent hydrogenbonding potential described earlier shows a remarkably

Fig. 4. Formamide dimer hydrogen bonding energies (kcal/mol) versus dHA (Å
´
), C

(degree), y (degree), and X (degree). Green (solid lines), DFT; blue (dashes), MP2; red
(dashes and dots), HF sefl consistent field quantum chemistry methods; black (solid
lines), DFT minus the correlation energy component. The hydrogen bonding energy is
equal to the dimerization energy of a given dimer conformation.
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close agreement (Fig. 5). This correspondence is especially striking if we
recall that derivation of the structure‐based potential involves averaging
over solvent degrees of freedom and different protein environments.
The similarity between ab initio energies and hydrogen bond geometry
distributions observed in proteins suggests that the DFT and MP2 calcula-
tions on the small molecule models capture the essential features of hy-
drogen bonding interactions between amino acid side chains in protein
structures, perhaps because the short range and the partially covalent
nature of the hydrogen bond make it relatively insensitive to the nonlocal
macromolecular context.

The quantum chemistry methods discussed so far are designed specifi-
cally to predict detailed electronic density distributions and model cova-
lent bonding. Thus they can be expected to produce a quite accurate

Fig. 5. Formamide dimer hydrogen bonding energies (kcal/mol) versus dHA (Å
´
), C

(degree), y (degree), and X (degree). Green, DFT (same as in Fig. 4); black, DFT with
constrained geometry optimization over all degrees of freedom other than the one
plotted; red, knowledge‐based hydrogen bonding potential (negative logarithm of fre-
quency distributions for side chain–side chain sp2 hydrogen bonds in proteins). Filled
squares correspond to the middle of frequency bins.
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description of orientation and distance dependence of hydrogen bonding
energies. As discussed in the previous section, current molecular mechan-
ics force fields used widely in biomolecular simulations essentially model
hydrogen bonding as an electrostatic interaction: positive partial point
charges are placed on the proton and the acceptor base, and negative
partial point charges are placed on the acceptor and donor atoms. The
energy of two dipoles is at a minimum when all four atoms are collinear,
favoring linear hydrogen bonds. The nonspherical distribution of electron
density, particularly the lone pairs of the sp2 hybridized oxygen atom
positioned at 120� are not captured by the simple point charge model.
Therefore, MM calculations are likely to result in dimerization energy
landscapes that are not as close to the experimentally observed hydrogen
bond geometry distributions as DFT or MP2 calculations (Morozov et al.,
2004). Figure 6 shows a comparison of the hydrogen bonding landscapes
based on the knowledge‐based potential with landscapes obtained from

Fig. 6. Formamide dimer hydrogen bonding energies (kcal/mol) versus dHA (Å
´
), C

(degree), y (degree), and X (degree). Red (solid lines with filled squares), knowledge‐
based hydrogen bonding potential (same as in Fig. 5); blue (solid lines), CHARMM27;
black (dashes), OPLS‐AA; cyan (dashes and dots), MM3‐2000.
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three popular MM force fields: MM3‐2000 (Allinger, 1989; Lii and Allinger,
1994, 1998), OPLS‐AA ( Jorgensen et al., 1996), and CHARMM27 (MacK-
errell et al., 1998) for DFT optimized formamide dimer geometries. It has
been shown that the MM description of hydrogen bonding is improved if
partial charges are placed at the lone pair sites and if molecular polariz-
ability is taken into account (Ma et al., 2000). The development of polar-
izable force fields allowing for more accurate descriptions of hydrogen
bonding and electrostatic effects is an active area of research (Halgren
and Damm, 2001).

IV. Applications of Hydrogen Bonding Potentials

A. Protein Structure Prediction and Refinement

Hydrogen bonding potentials have found numerous applications in the
prediction of the three‐dimensional structure of proteins from their
sequence and the refinement of protein models built using experimental
constraints from nuclear magnetic resonance (NMR) and X‐ray crystallog-
raphy. Protein structure refinement is used routinely as the final step in
constructing macromolecular models from experimental data. Because
protein hydrogen bonds are orientation dependent, including an explicit
hydrogen bonding term into the effective energy, functions should prove
beneficial to the quality of refined structures. Fabiola et al. (2002) found
that the quality of medium‐resolution structures is indeed improved if a
hydrogen bonding potential is added to the MM‐like effective energy
function, which includes Lennard–Jones and Coulomb nonbonded inter-
actions, as well as distance constraints based on X‐ray diffraction data. The
improvement is evident from the decrease in R free values for a set of 10
medium‐resolution crystal structures compared to refinement without hy-
drogen bonding restraints. Lipsitz et al. (2002) studied hydrogen bonds in a
set of high‐resolution protein crystal structures and discovered a strong
correlation between the hydrogen‐acceptor distance and the angle at the
hydrogen atom. The correlation was substantiated with ab initio electronic
structure calculations on an alanine‐acetamide model system and used in
evaluation of the quality of protein structures and NMR structure refine-
ment. The authors found considerable improvement in hydrogen bond
geometries after refinement of NMR‐derived structural models of Bax, a
192 residue a‐helical protein from the Bcl‐2 family. Experimental energy
terms such as NOE, dihedral, and residual dipolar couplings remained
essentially the same, showing that the refinement was consistent with the
rest of experimental data. Grishaev and Bax (2004) used an empirical

AU2
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backbone–backbone hydrogen bonding potential for NMR structure de-
termination and validation. They found a pronounced improvement in
structural quality of NMR models, including a considerable decrease in
backbone root mean square deviation (RMSD) relative to the X‐ray struc-
tures and improvement in the Ramachandran map statistics (Grishaev and
Bax, 2004). With respect to biomolecular simulations, Hassan et al. (2000)
found during development of a continuum solvent model for the
CHARMM22 force field that the directional character of hydrogen bonds
had to be taken into account for accurate folding predictions of small
peptides.
Detailed atom level descriptions of atomic interactions such as the

orientation‐dependent hydrogen bonding potential should be also useful
in the prediction of the three‐dimensional structure of a protein from its
amino acid sequence. Computational algorithms for protein structure
prediction typically consist of three main components: (a) a scoring func-
tion, which defines the protein folding landscape; (b) a conformational
sampling strategy [Monte Carlo search for energy minima or molecular
dynamics (MD) simulations, which employ Newton’s laws to construct
dynamical molecular trajectories (Hansson et al., 2002)]; and (c) postpro-
cessing of an ensemble of computationally predicted models (decoys)
occupying local minima on the energy landscape (Hardin et al., 2002).
Protein folding can be visualized using the concept of a multidimensional
free energy landscape on which the native conformation occupies a global
minimum at the bottom of a folding funnel (Fig. 7). If the free energy
function was accurate enough to produce a folding funnel leading to the
native state, the postprocessing step would simply consist of sorting decoys
by energy. In practice the computed energy landscape is often flat or
dominated by misfolded minima in the vicinity of the native conformation.
Hence clustering of decoys with similar conformations and additional
refinement with more sophisticated sampling and high‐resolution scoring
functions are employed to pick native‐like structures from the decoy en-
semble. The computational costs of refining and rescoring large ensembles
of decoys exclude quantum mechanical approaches and limit available
choices to empirical computational models. One standard approach to
protein structure prediction is to use MD simulations and state‐of‐the‐art
force fields that have led to successful discrimination of near‐native and
misfolded decoys (Lazaridis and Karplus, 1998, 2000; Lee et al., 2001;
Vorobjev and Hermans, 1999; Vorobjev et al., 1998) and in folding small
proteins using extensive worldwide distributed computer power (Zagrovic,
2002). An alternative approach is to construct an empirical scoring func-
tion that can have both statistics‐ and physics‐based terms. Statistics‐based
terms utilize experimental structural information in an average way: similar
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to the structure‐derived hydrogen bonding potential, experimentally ob-
served frequency distributions of geometric features in the protein data-
base are converted into effective energies by assuming a Boltzmann
distribution. Different statistical terms can be constructed depending on
the requirements of the model, taking into account such features as the
degree of residue burial, amino acid‐dependent probabilities of being in a
secondary structure element, probabilities of side chain and main chain
dihedral angles, and so on. These terms could be used to describe protein
energetics together with physics‐based terms responsible for electrostatics,
salvation, and van der Waals interactions.

Kortemme et al. (2003) and Morozov et al. (2003) studied how the
empirical orientation‐dependent hydrogen bonding potential affects dis-
crimination of native structures and near‐native decoys from incorrect
protein conformations. This approach is based on the assumption that

Fig. 7. Schematic representation of the one‐dimensional free energy landscape for
protein folding and protein–protein binding. F is the free energy, and R is an arbitrary
reaction coordinate. The free energy landscape is defined as the free energy of the
protein as a function of a set of reaction coordinates (e.g., its conformational degrees of
freedom). The native structure occupies the global minimum on the free energy land-
scape (native well). There is a folding (or binding) funnel in the vicinity of the global
minimum. Near‐native decoys occupy local minima close to the native well, whereas
nonnative decoys occupy more distant local minima.
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conformations with unrealistic hydrogen bond geometries should be pena-
lized relative to those with more native‐like hydrogen bonds. We used a
diverse protein decoy set comprising 41 single domain proteins with less
than 90 amino acids in length. For each protein about 2000 decoys were
generated using the ROSETTA method for ab initio structure prediction
(Rohl et al., 2004). This decoy set was split into two subsets: 25 proteins with
high‐resolution crystal structures (the high‐resolution subset) and 23 pro-
teins for which ROSETTA was able to produce sufficiently many native‐like
decoys, as evaluated by the RMSD of decoy Ca coordinates relative to the
native structure (the low RMSD subset). Note that some proteins appear in
both subsets. In addition, for the latter subset, 300 native‐like decoys were
created for each protein, starting from the native conformation, in order to
better sample the free energy landscape in the vicinity of the native free
energy minimum.
We used Z‐score analysis to quantify the signal‐to‐noise ratio on this data

set. A Z score of a structure is the average energy of all decoys made for a
given protein minus the energy of that structure, divided by the standard
deviation of all decoy energies. Z scores serve as a convenient measure of
the discriminatory power of various terms and combinations of terms in the
empirical scoring function. The high‐resolution decoy subset was used to
compute Z scores with respect to the native and native repacked structures
[in which all side chains were modeled (‘‘repacked’’) with the same rota-
mer‐based protocol as that employed in creation of decoys so that informa-
tion about native side chains is lost but the backbone stays in its native
conformation]. In the low RMSD subset, all decoys were divided into low
RMSD (native‐like) and nonnative classes and Z scores are computed
with respect to the average energy of the low RMSD decoys. Native‐like
decoys were defined as being in the lowest 5% of the RMSD histogram,
which leads to an average cutoff of 2.84 and 2.33 Á̊ (if decoys created by
perturbing the native structure were included). Native and native repacked
Z scores are used to assess the degree of similarity between native structures
and decoys, whereas low RMSD Z scores are constructed for a more strin-
gent test, which evaluates whether native‐like decoys can be distinguished
from their nonnative counterparts. A structure or a group of structures
was defined to be discriminated successfully if the corresponding Z score
was greater than 1.0.
The hydrogen bonding potential (including contributions from main

chain–main chain, side chain–side chain and side chain–main chain
hydrogen bonds) was found to successfully discriminate 22 out of 25 native
structures in the high‐resolution decoy set (discrimination is defined as
successful if the corresponding Z score is greater than 1.0). Overall, there is
a large energy gap between native structures and average decoys: the
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average Z score is 4.03. The Z score drops to 3.34 when native side chains
are repacked, but 23 out of 25 native repacked structures are still dis-
criminated successfully. Evidently, for some proteins the rotamer repack-
ing procedure does not reproduce native side chain conformations
accurately, either due to limitations in rotamer sampling or errors in the
scoring function used for repacking side chains. In contrast to native and
native repacked results, discrimination is poor for the low RMSD decoy
set—only 12 proteins out of 23 have Z scores greater than 1.0. Some of
the difficulty is rooted in the inability of the ROSETTA method to create a
sufficient number of native‐like decoys starting from the unfolded con-
formation. Indeed, when perturbed native decoys are removed from the
set, low RMSD Z scores are greater than 1.0 in only 4 out of 23 cases. This
is not surprising given that the hydrogen bonding potential is relatively
short ranged, and thus if there are few structures in the decoy set that are
close enough to the native energy minimum to have native‐like hydrogen
bonds, discrimination is expected to be poor. In other words, the width of
the hydrogen bonding folding funnel is fairly narrow on the scale of our
decoy sets. If hydrogen bonds are grouped into side chain–side chain, side
chain–backbone and backbone–backbone classes and their Z scores are
considered separately, backbone hydrogen bonds provide most discrimina-
tion. Perhaps in less densely packed decoys the freedom of side chain
orientations is sufficient to locally optimize hydrogen bonds to the extent
seen in native structures.

Z‐score analysis of native structures and low RMSD decoys with empirical
scoring functions is not directly related to the question of the net ener-
geticcontribution of hydrogen bonding to protein stability. The energy
component analysis of the type carried out earlier is based on the assump-
tion that protein structures are optimized on average in terms of their
electrostatic and hydrogen bonding properties when compared to alterna-
tive compact conformations. This assumption does not necessarily imply
that hydrogen bonding interactions in native structures are stronger than
hydrogen bonds made between protein chemical groups and water in the
unfolded state.

B. Prediction of Structures and Energetics of Protein–Protein Interfaces

Computational modeling of protein–protein interactions attracted
much attention in recent years, motivated by the central role of pro-
tein interactions in cellular processes and the impracticality of determin-
ing high‐resolution structures experimentally for the vast numbers
of protein interactions observed in proteomic studies. Several excellent
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reviews give a detailed account of the state of the art in this area (Camacho
and Vajda, 2002; Halperin et al., 2002; Smith and Sternberg, 2002; Vajda
and Camacho, 2004). Computational protein docking often uses a two‐step
procedure: in the first step, a large number of docked conformations is
generated using rigid body search and a scoring function that models
shape and chemical complementarity and other biochemical constraints.
In the second step, the models of protein–protein complexes generated in
the first step are rescored using MM force fields or mixed scoring functions
combining van der Waals, electrostatics, and solvation interactions with
statistical terms. Differences in the descriptions of hydrogen bonding and
electrostatic interactions are expected to have an impact on this latter
rescoring step (Morozov et al., 2003). Consistent with this idea, a recent
evaluation of protein–ligand docking identified the lack of explicit treat-
ment of hydrogen bonds as one of the sources of failure of computational
docking algorithms (Perez and Ortiz, 2001).
Just as in protein structure prediction, a computational search for

the global minimum on the binding free energy landscape (which
has six dimensions if binding partners are treated as rigid bodies) relies
on the assumption that native conformations have lower free energies
than docking ‘‘decoys’’ (alternative docked conformations). Then the
concepts of the binding free energy landscape and the free energy funnel
can be used by analogy with protein folding (Tsai et al., 1999). In
the process of searching the initial ensemble of docked conformations
for native‐like protein–protein complexes, protein flexibility has to be
taken into account. While in many cases structural rearrangement at
the binding interface is limited to a few side chains, changing their
conformations in the active site (Najmanovitch et al., 2000), large‐scale
structural changes such as hinge bending, domain, or loop movement
have also been observed (Ramakrishnan and Qasba, 2001). It is conceiv-
able that there is a range of protein conformations with similar energies,
and different conformations are chosen by different ligands in the process
of binding. In most docking methods, protein flexibility is limited to
modeling changes in side chain conformations at the binding interface.
For example, repacking interface side chains is an integral part of the
docking protocol developed by Gray and co‐workers (2003a,b).
We created a set of docking decoys in order to evaluate the ability of our

structure‐derived hydrogen bonding potential to discriminate native and
near native from incorrectly docked conformations (Kortemme et al.,
2003). The set included 18 antibody–antigen and 13 enzyme–enzyme
inhibitor and other complexes. Antibody–antigen complexes were consid-
ered separately because they are known to exhibit systematic differences
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from other protein–protein structures, including poorer shape comp-
lementarity (Lawrence and Colman, 1993). For each structure, a decoy
ensemble with 400 to 2000 docked models was created by rigid body
perturbation of the relative orientation of the two partners in the pro-
tein–protein complex. Thus the test of the hydrogen bonding potential
was limited to the ‘‘bound’’ docking problem in which the polypeptide
backbone conformations of the protein partners in the complex were
known. Protein flexibility was modeled by repacking all side chain confor-
mations at the binding interface. Z‐score analysis analogous to that used for
monomeric decoys was carried out. The orientation‐dependent hydrogen
bonding potential alone was sufficient to successfully discriminate native
docked conformations in 23 out of 31 protein–protein complexes studied
(as for monomeric proteins, discrimination is defined as successful if the
corresponding Z score was greater than 1.0). The mean native Z score is
3.12 for antibody–antigen and 5.72 for other complexes. When native
structures were rescored after repacking interface side chains, the Z scores
did not become considerably lower: 3.38 for antibody–antigen and 5.89 for
other complexes; 26 out of 31 structures were discriminated successfully in
the native repacked case.

In contrast to the results obtained for single domain proteins, reason-
ably good discrimination between near‐native and high RMSD decoys is
achieved for protein–protein complexes. Even though the low RMSD Z
scores are considerably lower on average (the mean low RMSD Z score
is just 1.29 for antibody–antigen and 2.70 for other complexes), they are
still capable of discriminating 22 out of 31 structures. The correlation
between hydrogen bonding energies and RMSD to the native structure
starts to play a role in the RMSD range of 2–3 Á̊, consistent with the width of
the folding funnel deduced using the monomeric decoy set. This observa-
tion shows that the hydrogen bonding potential is quite useful in the
protein docking problem if decoys populating near‐native conformations
are present in the initial ensemble.

In a related test, we evaluated the ability of a simple energy function
dominated by packing interactions, salvation, and hydrogen bonding
to account for the change in binding free energy brought about by alanine
mutations at protein interfaces (Kortemme and Baker, 2002). The orien-
tation‐dependent treatment of hydrogen bonding contributed significant-
ly to the predictions and yielded a better agreement with experimental
data than a description of polar interactions using a distance‐dependent
Coulomb model. Guerois and Serrano (2002) obtained remarkable agree-
ment with experimental data on more than 1000 mutations in proteins and
protein–protein complexes, explicitly modeling hydrogen bonds between
protein atoms and with water molecules.
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C. Protein Design

Many scoring functions for protein design contain explicit hydro-
gen bonding potentials (Dahiyat and Mayo, 1997; Gordon et al., 1999;
Kortemme et al., 2003; Looger et al., 2003). Computational protein design
methods seek to identify low energy amino acid sequences for a specified,
in most cases fixed, backbone target structure (for a review of protein
design methods, see Pokala and Handel, 2001). Experimental characteri-
zation of designed proteins provides a stringent test of our understanding
of the physicochemical principles underlying protein structure and stabili-
ty and reflected in the computational models. Correspondingly, successful
engineering of hydrogen bonds by computational protein design tests the
accuracy of the hydrogen bonding representation in the model.
Before evaluating the structure‐derived, orientation‐dependent hydro-

gen bonding potential described earlier in experimental protein design
applications, we used a computational test of the hydrogen bonding
potential related to protein design. This test is based on the assumption
that, on average, substitution of the sequences of proteins with nonnative
amino acids is unfavorable compared to the naturally occurring sequence.
Thus, a protein design energy function can be evaluated by the extent to
which it reproduces the sequences of native proteins (Kuhlman and
Baker, 2000). Using this metric, the orientation‐dependent hydrogen
bonding potential is superior to a pure electrostatic description of hydro-
gen bonding using a Coulomb model in monomeric proteins, protein–
protein complexes (Kortemme et al., 2003; Morozov et al., 2003) and
protein–RNA interfaces (Chen et al., 2004). Figure 8 shows an example of
the protein design test: for a set of 50 crystal structures of heterodimeric
protein–protein complexes, amino acid side chains at each position in the
protein interface were substituted one by one by all amino acids in differ-
ent side chain conformations (rotamers). For each sequence position, the
energy of all rotamers of all amino acids was determined using a protein
design energy function, and the lowest energy amino acid was selected.
The design energy function is dominated by van der Waals packing inter-
actions, solvation, and hydrogen bonding modeled either using our orien-
tation‐dependent hydrogen bonding function or a Coulomb term with a
linear distance‐dependent dielectric constant (Kortemme et al., 2003).
Figure 8 shows that the native amino acid is picked more frequently for
the polar residues in interfaces using the orientation‐dependent hydrogen
model, whereas predictions for nonpolar amino acids were essentially
unaffected.
There are now many examples of experimental validation of computa-

tional protein design methods (for reviews, see Kortemme and Baker,
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2004; Pokala and Handel, 2001). Hydrogen bonding rules were applied to
increase the stability of thioredoxin, by eliminating polar residues in the
protein core that are not involved in a minimum number of hydrogen
bonds generally observed in native proteins (Bolon et al., 2003). Methods
to engineer buried polar interactions are especially challenging, but have
been applied successfully to the design of specificity in coiled–coil inter-
faces and protein–peptide interactions (Havranek and Harbury, 2003;
Reina et al., 2002). A term ensuring that potential hydrogen bonding
donors and acceptors in a protein–ligand interface are satisfied was
found to be crucial in the design of novel receptor and sensor proteins
(Looger et al., 2003). This strategy was then extended in a landmark
study to the design of a ribose binding protein variant exhibiting triose
phosphate isomerase activity (Dwyer et al., 2004).

We have structurally characterized computationally designed protein–
protein interfaces containing buried hydrogen bonds (Chevalier et al.,

Fig. 8. Recovery of native sequences in protein–protein interfaces. For all sequence
positions containing a polar amino acid, bars show how often each native amino acid
type is found to be energetically most favorable using different energy functions: dark
gray bars represent results from the complete energy function as described in Kortemme
et al. (2003), including the orientation‐dependent hydrogen bonding potential; light
gray bars use the same energy function without the hydrogen bonding term, but with a
Coulomb term with a linear distance‐dependent dielectric constant, scaled to be of a
similar magnitude.
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2002; Kortemme et al., 2004). A redesigned interface between two dis-
tantly related protein domains in an engineered homing endonuclease
contains several hydrogen bonds involving mutated amino acids (Chevalier
et al., 2002). Using a ‘‘computational second site suppressor’’ strategy
(Kortemme et al., 2004), we aimed to alter the specificity of a DNase–
inhibitor protein complex. The computational method identifies amino
acid changes in one complex partner that would destabilize the interac-
tion, but can be compensated for by corresponding mutations in the other
interface partner. This strategy predicted a new buried tyrosine‐glutamine
side chain–side chain hydrogen bond across the interface in the rede-
signed protein–protein complex. The new protein pair was found to be
functional and specific in vitro and in vivo. Although this is just a single
example, it is still encouraging that the tyrosine‐glutamine hydrogen bond-
ing geometry in the X‐ray structure of the redesigned complex was very
close to what was predicted computationally (Fig. 9).

Fig. 9. Prediction and experimental validation of a buried hydrogen bond in a
designed protein–protein interface between a colicin E7 DNase variant (K528Q ,
T539R) and an Im7 inhibitor protein variant (D35Y). The DNase backbone is shown
in magenta, the inhibitor protein backbone in yellow. Overlay of the model from
computational protein design (green side chains) with the experimentally determined
structure (magenta/yellow side chains) shows a buried hydrogen bond between residues
Y35 and Q528 that formed as predicted and conferred binding specificity (Kortemme
et al., 2004).
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V. Conclusions and Perspectives

Hydrogen bonding is an orientation‐dependent interaction caused by
proton sharing between donor and acceptor atoms. At the most funda-
mental level, it is a quantum mechanical phenomenon with contributions
from polarization and charge transfer. The orientation dependence of
hydrogen bonds observed in structures of proteins and small molecules
cannot be described accurately using a simple electrostatics model based
on dipole–dipole interactions with fixed atomic charges. A more accurate
empirical description of hydrogen bonds would have to take their orien-
tation dependence into account, possibly by introducing off‐atom partial
charges and polarization into the hydrogen bonding model. The orienta-
tion dependence of hydrogen bonding energies can be explained by the
partially covalent character of hydrogen bonds. In addition, the charge
density at the atoms forming a hydrogen bond may be polarized further
due to interactions with nearby atomic and molecular groups.

The relative importance of covalent and electrostatic contributions to
hydrogen bonding has been somewhat controversial, despite the availabil-
ity of high‐level electronic structure calculations for hydrogen bonded
complexes. A major problem was lack of direct experimental evidence
supporting the partially covalent character of hydrogen bonding. Such an
experiment was carried out for hydrogen bonds in ice using inelastic X‐ray
(Compton) scattering (Isaacs et al., 1999). Compton scattering can be used
to probe the ground state electronic wave function; anisotropies in the
Compton scattering profile are sensitive to covalence between neighboring
molecules. Experimental oscillations in the anisotropic part of the Comp-
ton scattering profile are well reproduced by a full quantum mechanical
model, but cannot be captured with a simple electrostatic description,
which neglects mixing of electron orbitals upon hydrogen bond formation.
Even though the covalent character of hydrogen bonds was only de-
monstrated in ice crystals, the mechanism will likely be similar for
N�H � � �O k C and O�H � � �O k C hydrogen bonds that play a major
role in biological macromolecules.

Another phenomenon that is partially quantum mechanical in origin is
hydrogen bonding cooperativity in protein secondary structure elements
and in clusters and infinite chains of small hydrogen bonded molecules
(see review by.Dannenberg). The origin of hydrogen bonding cooperativ-
ity lies in the interaction between hydrogen bonds forming extended
chains and networks, which results in the dependence of hydrogen bond-
ing energies on the number and orientation of neighboring hydrogen
bonds. For example, energies of a‐helical hydrogen bonds depend on the
length of the helix (Ireta et al., 2003; Park and Goddard, 2000). Hydrogen
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bonding cooperativity in secondary structure elements and small molecule
clusters can be due to classical electrostatic interactions, polarization, and
quantum resonance effects (Dykstra, 1993). Kobko and Dannenberg
(2003) argued that the electrostatic dipole–dipole interaction model is
inadequate for the description of hydrogen bonding cooperativity in form-
amide chains and that hydrogen bond strength is enhanced further by a
combination of polarization and covalent interactions. Wieczorek and
Dannenberg (2003) noted that pairwise electrostatic potentials lacking
polarization cannot properly describe hydrogen bonding energies in a
helices. In the case of multiply stranded b sheets, Zhao and Wu (2002)
argued that the cooperativity is due to long‐range electrostatics and polari-
zation rather than to short‐range resonance effects. In contrast to a helices
and multiple stranded b sheets, no significant cooperativity was exhibited
by single b strands and 27 ribbons (Wu and Zhao, 2001). On the basis of the
studies described earlier, it appears that hydrogen bonds can involve elec-
trostatics, polarization, and covalent interactions in different proportions
depending on the molecular system. Therefore, empirical electrostatics
models neglecting both polarization and resonance effects will, in some
cases, be inadequate for the quantitative analysis of hydrogen bonding
cooperativity.
How strongly are energies and geometries of protein hydrogen

bonds affected by their macromolecular environment? Ab initio quantum
mechanical calculations show that energies gained when a hydrogen
bond adopts its most favorable orientation are typically on the order of
1–2 kcal/mol compared to less favorable orientations. Energies of this
magnitude can be offset relatively easily if other favorable interactions are
made or if the rest of the molecule imposes structural constraints onto the
range of possible hydrogen bonding orientations. In proteins, this phe-
nomenon leads to the secondary structure dependence of hydrogen bond-
ing geometries: for example, main chain–main chain hydrogen bonds in
a helices are more constrained by the helical backbone than side chain–
side chain hydrogen bonds. Surprisingly, in the latter case, experimentally
observed distributions of hydrogen bond geometries are reproduced accu-
rately with ab initio calculations on small molecule model systems. This
observation supports a fairly local picture of hydrogen bond formation
and the limited impact of macromolecular environment on geometries of
side chain hydrogen bonds in proteins.
The orientation‐dependent hydrogen bonding potential has pro-

ven very useful in such diverse applications as protein structure prediction,
protein–protein docking, and protein sequence design. Due to the short
range of hydrogen bonding interactions, energy funnels on the hydro-
gen bonding landscape leading to native conformations of monomeric
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proteins and protein–protein complexes are relatively narrow, with RMSD
of about 2–3 Á̊ from the native structure. Native structures and decoys in
this range can be reasonably well discriminated from nonnative decoys
using the hydrogen bonding potential alone, provided that ab initio fold-
ing and docking algorithms are capable of producing sufficiently many
native‐like decoys. However, further away from the native well discrimina-
tion becomes poor, especially for side chain–side chain hydrogen bonds,
which can be equally well optimized in all decoys due to less compact decoy
conformations. In protein design applications, hydrogen bonds
in designed proteins have been shown by crystallographic analysis to
be formed as predicted computationally and may be crucial in defining
protein interaction specificity.

Subtle physical mechanisms of hydrogen bond formation and the role
of hydrogen bonds in experimentally observed protein and small molecule
structures have been investigated for decades and continue to be a focus
of many recent studies. Some of these studies are empirical surveys of
hydrogen bond geometries in structural databases of proteins and small
molecules, whereas others are theoretical calculations of energies and
geometries of hydrogen bonds in a variety of molecules and molecular
complexes. Theoretical approaches to modeling hydrogen bonds range
from empirical molecular mechanics descriptions of biological macromo-
lecules to high‐level ab initio electronic structure calculations on model
hydrogen bonded systems. Taken together, theoretical and empirical stud-
ies provide a unified and consistent picture of the hydrogen bond and
underscore its role as an important determinant of macromolecular inter-
actions. Including hydrogen bonding potentials into empirical energy
functions leads to marked improvement in the performance of algorithms
developed for computational structure prediction of monomeric proteins
and protein–protein complexes and for protein sequence design.
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