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Supplementary Text 
 
Supplementary Note 1. 
 
Symmetry Operational Similarity Consideration 
 

The concept of symmetry operational similarity (SOS) involves the examination of broken 
symmetries present in the constituents of various physical phenomena (1–3). The experimental 
components of a measurement, including a subject material, a measuring probe, any external 
stimuli, and a measured/induced property, are referred to as constituents. We compare the broken 
symmetries of a subject material combined with a measuring probe and any external stimuli, 
which we refer as specimen constituents, with the broken symmetries of a measured or induced 
property. To set up a meaningful physical measurement, it is necessary to demonstrate an SOS 
relationship (2) between the specimen constituent and the measured property, meaning that the 
specimen constituent has the same or more broken symmetries than the measured property. In 
other words, if a specimen constituent is invariant under a symmetry operation, the measured 
quantity cannot have any property that is not invariant under the symmetry, which is a rephrasing 
of the Neumann’s principle with inclusion of more experimental components (1). The SOS 
approach has been successful in uncovering the symmetry structures present in various 
seemingly unrelated physical phenomena and has even predicted novel and intriguing 
measurement setups (1, 4) and the current result is one of such examples. In this note, we further 
examine the specific broken structural symmetries that can associate with an induction of a 
magnetic signal through a dynamic coupling with a measuring probe carrying a linear 
momentum, and we reveal all candidate structures in terms of crystallographic point group. 

Fig. S1 schematically shows a linear momentum (k) carried by a measuring probe and a 
magnetization (M) induced by a dynamic coupling between k and a broken structural symmetry 
of a material being measured. The measurement of such a coupling detects a magnetic signal that 
originates from the contrast between two magnetizations “+M” and “-M”. It is similar to an 
optical circular dichroism, which measures the difference between left-handed and right-handed 
light. We say that such a coupling is present if and only if there is no symmetry connecting the 
two situations in which M is changed without altering k. (This is the same as saying that there 
are no invariants in the energy that are first order in the relevant component of M, regardless of 
the order in k.) Fig. S1A depicts this situation for the case of a parallel arrangement of M and k 
(M//k coupling). In the absence of a subject material, symmetries such as iT (spatial inversion 
followed by time reversal), mzT (mz mirror followed by time reversal), and simple mx and my 
mirrors do reverse M in this way. Thus, to ensure that there is no symmetry operation connecting 
the reversal of M, the symmetries {iT, mx, my, mzT} should be broken by the structure of a 
subject material. We refer the point groups that satisfy this requirement as being “active” in the 
M//k coupling. 

For the M//k case, we need to take into account that the experimental geometry allows free 
rotation around the z axis. As a result, we can drop mzT from the list, as it results from the 
composition of C2z with  iT. This results in the shorter list shown in Fig. S1A. Importantly, 
note that T itself does not have to be broken to permit M//k activity, since T reverses k as well as 
M.  When we consider time-reversal invariant materials, a symmetry X is present if and only if 
XT is present, so that we can replace iT by i in the list of needed broken symmetries. Thus, 
our list of spatial symmetries that need to be broken for active M//k coupling in a nonmagnetic 
material can be reduced to just{i, mx, my}. 
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In a similar manner, we analyze M⊥k  coupling as depicted in Fig. S1B. In this case there is 
no free rotation. The symmetry operations that reverse M but not k are {iT, my, C2z, C3z, 
C2xT}, as shown in Fig. S1B. As a result, for time-reversal invariant materials, symmetries {i, 
my, C2z, C3z, C2x} are required to be broken to activate M⊥k  coupling.

 
Fig. S1. Symmetry Operations that Reverse the Induced Magnetization in a Magnetic 
Probe (A) M//k coupling: When a momentum (k) and an induced magnetization (M) are parallel 
to each other, applying combined time-reversal (T) and spatial inversion (i) or mirror symmetry 
operation parallel to k (e.g. mx or my) flips the direction of M. This means that only a material 
that breaks these symmetries can dynamically couple to the probe and produce M. If a material 
has one of the listed symmetries, then the unbroken symmetry ensures that two measurements 
with opposite M are equivalent, which suppresses the magnetic signal. (B) M⊥k coupling: 
When k and M are perpendicular to each other, {iT, my, C2z, C3z, C2xT } are the symmetries 
that connect the reversal of M. Any material that breaks these symmetry operations can produce 
an induced M that is perpendicular to k. For time-reversal invariant non-magnetic materials, 
broken {i, mx, my} are required for M//k coupling, and broken {i, my, C2z, C3z, C2x} are required 
for M⊥k coupling.  
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To figure out the potential set of crystallographic point groups that can be active in M//k 
coupling, first, we list all the symmetry operations of the 21 noncentrosymmetric point groups in 
Table S1. For simplicity, we excluded the centrosymmetric point groups that inherently suppress 
M//k and M⊥k couplings due to their inversion symmetry i. We shaded rows with a point group 
that can be active in M//k coupling with blue color. Notably, all chiral point groups are included 
(1) as they lack mirror symmetry operation, so they are active to this type of coupling regardless 
of their orientation. Other non-chiral point groups can exhibit M//k coupling in a certain 
orientation. For those, we considered only high symmetry directions, by which we mean the 
directions related to the symmetries present in the point group being considered in addition to x, 
y, and z directions. (for trigonal systems, [100] and [010] directions are included) For example, 
in the case of  ¯4 2"𝑚𝑚" , which possesses symmetry operations, C2z S4z C2x C2y m[110] m[1-10], we 
considered k propagating along x, y, z, [110], and [1-10]. As a result, two more point groups are 
included, as they can be active in M//k coupling when these vectors are oriented along a high-
symmetry direction such as one of the rotational symmetry axes. Although the rest of the 
noncentrosymmetric point groups can still show M//k coupling for k propagating along a lower-
symmetry direction, we expect it to be subtle due to the suppression of the effect along the high 
symmetry directions. They are left without shading, being marked with mirror symmetries 
preventing them from meeting the requirement. 

Table S2 shows the analysis that is relevant to M⊥k coupling, where the required broken 
spatial symmetries are {i, my, C2z, C3z, C2x}. The two rotational symmetries {C2z, C2x} must be 
broken, permitting only the remaining C2y symmetry to be present. The requirement can be met 
naturally by all the polar point groups by aligning their polar axis along the y direction, as they 
retain rotational symmetries along only one axis without a mirror symmetry to that axis (1). As a 
result, all polar point groups are active in M⊥k coupling, and are shaded in blue in the table. A 
few more point groups are also included after carefully examining the possible orientations of M 
and k along high symmetry directions. For all the other point groups, the rotational symmetries 
that mainly prevent them from meeting the requirement are highlighted in orange. Again, other 
point groups can still show M⊥k coupling for a k direction along a low symmetric direction, but 
the effect will be subtle due to the suppression along the high symmetry directions. 
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Point Groups Symmetry Operations Note 

𝟏𝟏 C1  Chiral 
𝟐𝟐 C2 C2y Chiral 

"𝒎𝒎"  C1h my  
𝟐𝟐𝟐𝟐𝟐𝟐 D2 C2z C2x C2y Chiral 

"𝒎𝒎𝒎𝒎" 𝟐𝟐 C2v C2z mx my  
𝟒𝟒 C4 C2z C4z Chiral 
𝟒𝟒 ̅ S4 C2z S4z  
𝟒𝟒𝟐𝟐𝟐𝟐 D4 C2z C4z C2x C2y C2[110] C2[1-10] Chiral 

𝟒𝟒"𝒎𝒎𝒎𝒎"  C4v C2z C4z mx my m[110] m[1-10]  
𝟒𝟒 ̅𝟐𝟐"𝒎𝒎"  D2d C2z S4z C2x C2y m[110] m[1-10]  

𝟑𝟑 C3 C3z Chiral 
𝟑𝟑𝟐𝟐 D3 C3z C2[1-10] C2[120] C2[210] Chiral 

𝟑𝟑"𝒎𝒎"  C3v C3z m[100] m[010] m[110]  
𝟔𝟔 C6 C2z C3z C6z Chiral 
𝟔𝟔 ̅ C3h C3z S6z mz  
𝟔𝟔𝟐𝟐𝟐𝟐 D6 C2z C3z C6z C2[100] C2[010] C2[110] C2[1-10] C2[120] C2[210] Chiral 

𝟔𝟔"𝒎𝒎𝒎𝒎"  C6v C2z C3z C6z m[100] m[010] m[110] m[1-10] m[120] m[210]  
𝟔𝟔 ̅𝒎𝒎𝟐𝟐 D3h C3z S6z C2[1-10] C2[120] C2[210] mz m[100] m[010] m[110]  
𝟐𝟐𝟑𝟑 T C2z C2x C2y C3[111] C3[-11-1] C3[1-1-1] C3[-1-11] Chiral 
𝟒𝟒𝟑𝟑𝟐𝟐 O C2z C4z C2x C4x C2y C4y C2[110] C2[1-10] C2[011] C2[101] C2[-101] C2[01-1] 

C  C  C  C  
Chiral 

𝟒𝟒 ̅𝟑𝟑"𝒎𝒎"  Td 
C2z S4z C2x S4x C2y S4y C3[111] C3[-11-1] C3[1-1-1] C3[-1-11] 
m[110] m[011] m[101] m[1-10] m[01-1] m[-101] 

 

Table S1. Crystallographic Point Groups Active in M//k Coupling. The requirement is broken 
{i, mx, my} for a time-reversal invariant structure. The symmetry operations that mainly prevent 
the requirement from being met are highlighted in orange, which are related to broken mirrors, 
{mx, my}, and the consideration of freely allowed rotation around the z axis. As a result, point 
groups without any highlights, which can be active in M//k coupling, are shaded in blue color 
and are characterized by being chiral with a few more inclusions.  
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Point Groups Symmetry Operations Note 

𝟏𝟏 C1  Polar 
𝟐𝟐 C2 C2y Polar 

"𝒎𝒎"  C1h my Polar 
𝟐𝟐𝟐𝟐𝟐𝟐 D2 C2z C2x C2y  

"𝒎𝒎𝒎𝒎" 𝟐𝟐 C2v C2z mx my Polar 
𝟒𝟒 C4 C2z C4z Polar 
𝟒𝟒 ̅ S4 C2z S4z  
𝟒𝟒𝟐𝟐𝟐𝟐 D4 C2z C4z C2x C2y C2[110] C2[1-10]  

𝟒𝟒"𝒎𝒎𝒎𝒎"  C4v C2z C4z mx my m[110] m[1-10] Polar 
𝟒𝟒 ̅𝟐𝟐"𝒎𝒎"  D2d C2z S4z C2x C2y m[110] m[1-10]  

𝟑𝟑 C3 C3z Polar 
𝟑𝟑𝟐𝟐 D3 C3z C2[1-10] C2[120] C2[210]  

𝟑𝟑"𝒎𝒎"  C3v C3z m[100] m[010] m[110] Polar 
𝟔𝟔 C6 C2z C3z C6z Polar 
𝟔𝟔 ̅ C3h C3z S6z mz  
𝟔𝟔𝟐𝟐𝟐𝟐 D6 C2z C3z C6z C2[100] C2[010] C2[110] C2[1-10] C2[120] C2[210]  

𝟔𝟔"𝒎𝒎𝒎𝒎"  C6v C2z C3z C6z m[100] m[010] m[110] m[1-10] m[120] m[210] Polar 
𝟔𝟔 ̅𝒎𝒎𝟐𝟐 D3h C3z S6z C2[1-10] C2[120] C2[210] mz m[100] m[010] m[110]  
𝟐𝟐𝟑𝟑 T C2z C2x C2y C3[111] C3[-11-1] C3[1-1-1] C3[-1-11]  
𝟒𝟒𝟑𝟑𝟐𝟐 O C2z C4z C2x C4x C2y C4y C2[110] C2[1-10] C2[011] C2[101] C2[01-1] C2[-101] 

C  C  C  C  
 

𝟒𝟒 ̅𝟑𝟑"𝒎𝒎"  Td 
C2z S4z C2x S4x C2y S4y C3[111] C3[-11-1] C3[1-1-1] C3[-1-11] 
m[110] m[011] m[101] m[1-10] m[01-1] m[-101] 

 

  
Table S2. Crystallographic Point Groups Active in M⊥k Coupling. The requirement is 
broken {i, my, C2z, C3z, C2x} for a time-reversal invariant structure. The symmetry operations that 
mainly prevent the requirement from being met are highlighted in orange. As a result, point 
groups without any highlight, which can be active in M⊥k coupling, are shaded rows with blue 
and are characterized by being polar with a few more inclusions. 
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In Fig. S2, we summarize the point groups that can be active in M//k and M⊥k couplings for 
k propagating along a high symmetry direction together with their various structural properties 
such as noncentrosymmetric, chiral, and polar structures. Point groups relevant to M//k coupling 
are shown in the red dashed box, while those relevant to M⊥k coupling are shown in the blue 
dashed box. The point group 622 (D6), to which Co1/3NbS2 belongs, is also indicated. The result 
summarized here demonstrates that 20 out of 21 noncentrosymmetric point groups can 
potentially be active in current-induced magnetization with a proper arrange of k and the 
orientation of a crystal. The summary presented in the diagram highlights the potential of using 
this prototype research technique to investigate the role of quantum geometric effects in a variety 
of non-magnetic material structures. 
 

 
Fig. S2. Diagram of Crystallographic Point Groups Relevant to M//k and M⊥k  Couplings. 
There are 21 noncentrosymmetric point groups that can be grouped based on their structural 
features such as chiral and polar structures. For M//k coupling, most cases are chiral point 
groups, which inherently lack any improper rotations such as inversion or mirror. For M⊥k 
coupling, the majority are polar point groups, which allow rotational symmetries along only one 
axis without accompanying mirror perpendicular to that axis. The structure of Co1/3NbS2, P6322, 
belongs to the chiral point group 622 (D6) which is relevant to M//k  coupling.  
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Supplementary Note 2. 
 

Chiral Domain Observation using TEM 
 

The existence of the topological vortex in the family of M1/3(Nb,Ta)S2 has been first reported 
in Fe1/3TaS2 with √3 × √3 superstructure as well as three types (A, B, and C) of antiphase 
domains (5) in the chiral space group, P6322. We have been working on the growth of 
isostructural crystals and also on control of domain density, and the current report is the first one 
to show the topological vortex of Co1/3NbS2. So, in this note, we present our findings on 
formation of topological vortex and control of vortex density using cooling speed. Fig. S3A 
shows the diffraction pattern of Co1/3NbS2 revealing the √3 × √3 superstructure peaks in 
addition to the primitive 1 × 1 peaks of NbS2 using selected area electron diffraction pattern. In 
the measurement, the crystals are furnace-cooled from the growth temperature. Figs. S3B and C 
depict the typical domain size formed by the furnace cooling together with the contrast reversal 
by selecting different diffraction conditions. We estimated the transition from the high 
temperature phase of P63/mmc to the low temperature chiral phase of P6322 to be around 
1000oC. Figs. S3D and E are the diffraction pattern and real space domain observation of a 
quenched crystal from the temperature slightly above 1000oC. The dramatic increase of vortex 
density exhibits the possibility of Kibble-Zurek type disorder condensation mechanism (6) in the 
process of vortex formation. 
 

Temperature Dependence of Magnetic Susceptibility 
 

In preparation for the STM/SP-STM measurement, we conducted a temperature-dependent 
measurement of the bulk magnetic susceptibility of a Co1/3NbS2 crystal. The resulting 
susceptibility curve displayed a peak at 29K, which is consistent with previous studies (7, 8) 
Additionally, the downturn in the susceptibility indicates the emergence of antiferromagnetic 
order in the Co ions below the transition temperature. Figure S1F shows the results of the 
susceptibility measurement for both the magnetic field aligned with the c-axis and perpendicular 
to the c-axis. 
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Fig. S3. Manipulation of Topological Vortex Density with Cooling Rate. (A) Selected area 

electron diffraction pattern along [001] direction remains intact after quenching, which means 
that the chiral structure does not change during quenching. (B,C) Contrast reversal of chiral 
domains with selective diffraction peak showing asymmetry in the Friedel pair. (D) The 
primitive cell and the tripled supercell diffraction peaks are depicted with the white and the red 
arrows, respectively. (E) Superlattice DF-TEM image of the quenched crystal showing a high 
density of topological defects with the size of a few hundred nanometers in contrast to the 
furnace cooled sample in Fig. 1B. The structural transtion from primitive P63/mmc to chiral 
P6322 is estimated to be around 1000oC and the defect (vortex/antivortex) density has been 
changing according to the universal Kibble-Zurek mechanism, which shows the emergent 
continuous symmetry that describes the scaling of defect density at a finite cooling speed. (scale 
bar: 200 nm) (F) Temperature dependence of the magnetic susceptibility revealing the 
antiferromagnetic phase transition at 26 K. Several measurement schemes upon field cool/zero-
field cool (FC/ZFC) or field along c-axis/ab-plane (Hc/Hab) are shown. 
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Supplementary Note 3. 
 

Effect of Cleaving Temperature on Cleaving Behavior 
 

One of the defining characteristics of van der Waals materials is their ability to be cleaved, 
which results from the weak interlayer coupling in these materials. Similarly, Co1/3NbS2 exhibits 
good cleavability, although the Co-intercalated structure requires a slightly stronger force to 
cleave compared to its parent material, NbS2. Moreover, the cleaved Co-type surface exhibits 
different stability characteristics compared to other layered materials, with the exposed Co ions 
being less stable. 

The Co ions in the van der Waals gap exhibit localized d-orbitals with a valence of 2+, 
resulting from charge transfer with the NbS2 matrix. This results in the formation of localized 
magnetic moments in the Co ions, which leads to the emergence of antiferromagnetic order at 
low temperatures. The stability of the isolated orbitals allows for the maintenance of the ordering 
at room temperature and no degradation within the bulk structure, as demonstrated by our DF-
TEM measurements comparing crystals with different cooling rates (Fig. S3). The Co 
intercalants do not lose their ordering until they reach a temperature close to 1000ºC, at which 
point they transform into a disordered high-temperature phase (P63/mmc). However, this stability 
does not apply to Co ions on the surface. In our initial efforts to observe room temperature 
cleaved surfaces using STM, we found that the surfaces were highly disordered. 

Fig. S4A shows an STM topography of a Co1/3NbS2 surface that was cleaved at room 
temperature. Despite being transferred to the cryogenic measurement setup immediately after 
cleaving, meaning that the surface was exposed to room temperature for less than a few minutes, 
the surface appears completely disordered and no trace of the original (√3 × √3)𝑅𝑅30° ordering 
of the Co lattice can be observed. However, we did observe interesting features showing Co-
deficient linear feature, such as the one shown in Fig. S4B, which we believe that they are 
structural chiral domain boundaries. 

The surface thermal difusion of exposed intercalated ions at room temperature seems to be a 
common feature of isotructural 1/3 intercalated transition metal dichalcogenides (TMDs). 
Similar characteristics has been observed from Co1/3TaS2 as well as Ni1/3TaS2, which we 
successfully synthesized together with Co1/3NbS2 and conducted TEM and STM measurements. 
Figs. S4C and E show the topography of a Co1/3TaS2 surface after cleaving at room temperature, 
and they also show similar diffusion of surface Co ions. The diffused movement is evident when 
it is compared with the ideal triangular arrangement of Co ions in Fig. S4D. To prevent the 
diffusion at room temperature, we have cleaved the samples at low temperature with cryogenic 
cooling using liquid nitrogen. The samples stay cooled at the stage for an hour with the 
temperature reading of about 80 K prior to cleaving. The low temperature cleaving results are 
markedly different as shown in the main text (Fig. 2 for Co1/3NbS2) as well as in Fig. S4F for 
Co1/3TaS2. The low temperature cleaved surfaces show clear ordering of Co ions revealing 
(√3 × √3)𝑅𝑅30°. In the case of Co1/3TaS2 it can be seen that the number of Co left on the surface 
is less than that of Co1/3NbS2. That may be a result of different inter-layer coupling between 
NbS2 and TaS2, or difference in Co concentration, and it will be subject to future investigation. 
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Fig. S4. Temperature Dependent Cleaving Behavior. (A) STM topography of a Co1/3NbS2 

surface cleaved at room temperature. (B) Another region showing a suspicious domain 
boundary-like feature. (-0.2 V, 50 pA, scale bar: 4 nm) (C) Atomic scale STM topography of 
room temperature cleaved Co1/3TaS2. The host material unit cell grid is shown as the dashed 
green mesh on the upper right corner, and the (√3 × √3)𝑅𝑅30° unit cell grid is shown as the 
dashed red grid. The positions of surface Co ions are marked with black circles that can be 
compared with the crystallographic positions in the model of (D). While most of the positions are 
B, there exist also A, C, and X. (D) Registration of surface Co ions in the atomic model showing 
an AB-stacked structure. A, B, and C are as discussed in the main text, and X is the hollow site 
which is normally prohibited in the bulk structure. (E,F) Comparison of room temperature (E) 
and low temperature (F) cleaved surface of Co1/3TaS2. The low temperature cleaved one is 
showing the (√3 × √3)𝑅𝑅30° ordering together with partial removal of surface Co ions during 
cleaving. (parameters of e: -50 mV, 100 pA, f: -20 mV, 500 pA, scale bars: 4 nm) 
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Fig. S5. Co and NbS2 Type Surfaces. (A,B,C) STM topography, STM simulation image, and 

Fourier transformation of the topography from Co exposed type surface. (D,E,F) STM 
topography, STM simulation image, and Fourier transformation of the topography from NbS2 
exposed type surface. (scale bars in A, B = 0.7nm) The size of the lattice constant a are 
compared in the real space images and the simulations. The red circles are (√3 × √3)𝑅𝑅30° 
superstructure peaks which correspond to reciprocal vectors of the lattice constant a. The white 
circles indicate the pristine (1 × 1) peaks of NbS2 structure. (G) a boundary of two different 
types of surfaces. (tunneling parameters are -0.02V, 30pA, scale bar = 10nm) 
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Supplementary Note 4. 
 

Experimental Estimation of the Spin Polarization.  
 

 There are various types of magnetized tips that can be used in SP-STM, including 
ferromagnetic bulk, ferromagnetic coated, antiferromagnetic bulk, and antiferromagnetic coated 
tips, depending on the purpose of the measurement (9). Co1/3NbS2 and its isostructural chiral 
intercalated TMDs display a range of magnetic orders that exhibit complex phase transitions as a 
function of temperature or magnetic field. In this study, we sought to minimize the effect of any 
intrinsic magnetic order, so it was necessary to minimize the stray magnetic field from the tip as 
it could affect the surface magnetic ordering of Co. It has been reported that the stray field from 
a ferromagnetic tip can reach up to 300 mT (10), which is typically not a problem for materials 
with large coercivity. However, the chiral 1/3 intercalated TMDs often exhibit magnetic orders 
(or anomalies) with very low critical fields. For example, the critical field for magnetoresistance 
in Cr1/3NbS2 was reported to be around 170 mT (11). Therefore, the stray field from a 
ferromagnetic tip is sufficient to affect the magnetic ordering of 1/3 intercalated TMDs. Given 
these considerations, we believe that the use of an antiferromagnetic tip is essential for this 
study. We employed a material transfer method to coat the tip, which can be applied to a Cr(001) 
surface (12, 13). Pt/Ir alloy tip was prepared by bombarding it with an electron beam to remove 
any potential contamination, and then it was indented a few nanometers towards the Cr(001) 
surface while applying a few volts of negative bias to the tip. The tip was then pulled out at a 
speed of a few nm/s until the current dropped, and several repetitions of this process resulted in 
the successful transfer of Cr to the tip end. 

 To verify the magnetization of the Cr coated Pt/Ir tip, we used the layer-by-layer 
antiferromagnetic contrast of Cr(001) in tunneling spectroscopy. The Cr(001) surface shows a 
different magnetic ordering from the bulk due to the suppressed spin density wave and the 
absence of spin flip transition (14–16). It shows a magnetic structure, in which Cr magnetic 
moments ferromagnetically align within a layer and antiferromagnetically align between adjacent 
layers. As a result, the magnetization shows the rotation of π whenever it undergoes a single 
atom height step. We obtained the characteristic layer-by-layer contrast after repeated 
indentation. A representative result is shown in Figure S4, where a monoatomic step is shown 
alongside some traces of bulk impurities and particulate debris, which were created during the 
indentation process. The antiferromagnetic alignment of magnetic moment in the adjacent layers 
can be seen in the spatial-resolved tunneling spectroscopy in Fig. S6B. The drastic change of 
tunneling spectral intensity is shown by a contrast change across the step edge. The tunneling 
spectra obtained on the upper and the lower terace are depicted in red and blue curves in Fig. 
S6C, respectively. The verified tips have showed a successful observation of spin contrast, as 
presented in the main text.  

Typically, “asymmetry of differential conductance” spectra can be used to determine the spin-
polarization of the tip, and eventually, that of the sample (17). However, we find that this is not 
possible here because Cr tips are known to show a randomly oriented magnetization (18), and we 
rely on the out-of-plane magnetization. The asymmetry within the plane of the Cr(001) surface 
could be obtained from the contrast associated with in-plane magnetization, but this does not 
provide the asymmetry perpendicular to the surface. Instead, we estimate the empirical spin 
polarization 𝑃𝑃 using the formula, 𝑃𝑃 = (𝐼𝐼↑↑ − 𝐼𝐼↑↓)/(𝐼𝐼↑↑ + 𝐼𝐼↑↓), where 𝐼𝐼↑↑ = 𝐼𝐼0(1 + 𝑃𝑃) and 𝐼𝐼↑↓ =
𝐼𝐼0(1 − 𝑃𝑃). Utilizing the observed height difference and the work function, we can estimate 𝑃𝑃 
based on an exponential dependence of tunneling current to the tip height following (19, 20) as 
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𝑃𝑃(∆𝑧𝑧) =
exp �𝐴𝐴�𝜙𝜙�Δ𝑧𝑧� − 1

exp �𝐴𝐴�𝜙𝜙�Δ𝑧𝑧� + 1
 

where 𝐴𝐴 ≈ 1𝑒𝑒𝑒𝑒−1 2⁄ Å−1 and 𝜙𝜙� is the mean local tunneling barrier height. Under the assumption 
that 𝜙𝜙� ≈ (𝜙𝜙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜙𝜙𝐶𝐶𝐶𝐶) 2⁄ ≈ 𝜙𝜙𝐶𝐶𝐶𝐶, the measured  ∆𝑧𝑧 ≈ 0.22 Å and 𝜙𝜙𝐶𝐶𝐶𝐶 = 4.5𝑒𝑒𝑒𝑒 (21) give a 
value of 𝑃𝑃 ≈ 0.22. This value is comparable to the asymmetry in the tunneling spectra shown in 
the inset of Fig. 4E, where a 10% difference corresponds to 𝑃𝑃 ≈ 0.2. The presented estimates, 
however, are subject to several limitations. One arises from the uncertain orientation of tip 
magnetization, as discussed earlier. Additionally, the involvement of the orbital moment and its 
intricate interplay with spin polarization, as recently elucidated (22), remains a subject of further 
exploration.  
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Fig. S6. Verification of Magnetized Tip and Contrast Reversal. (A) STM topography of 

Cr(001) surface with a monatomic step edge. (-0.3 V, 100 pA, scale bar: 5 nm) The height 
profile, illustrated in the inset along the red line, unveils a monatomic step measuring 0.097 nm. 
This value is diminished from the actual 0.14 nm due to the magnetic contribution, which usually 
produces alternating variation of step heights (16). (B) Spatial-resolved spin-polarized tunneling 
spectroscopy of the same region measured at -0.3 V. Clear contrast change due to the 
antiferromagnetic alignment of adjacent Cr layers is shown. (C) spin-polarized tunneling spectra 
obtained from the upper (red) and lower (blue) terrace in (A). The parallel (blue) and antiparallel 
(red) alignment of the tip magnetization and the surface magnetic moment produces two 
different tunneling spectra. (D) STM topography of a region with a structural chiral domain 
boundary (-5mV, 10pA, scale bar: 10nm) (E) Spatial map of dI/dV taken from the same area of 
(D) at -50mV. The tip height is recorded at a tunneling condition of -5mV, 10pA during 
topography scan and the path is replayed to take dI/dV at -50mV. (F) dI/dV from the same area 
at +50mV. The tip height is recorded at a tunneling condition of +5mV, 10pA during topography 
scan and the path is replayed to take dI/dV at +50mV.  
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Supplementary Note 5. 
 

Atomic Model of Chiral Domain Boundaries around a Topological Vortex 
 

 Research on chiral 1/3 intercalated TMDs has been ongoing for several decades due to the 
various magnetisms that can be tuned by the intercalant species and the host matrix material (23). 
In particular, the Cr1/3NbS2 variant exhibits in-plane ferromagnetic order and has been observed 
to display helical magnetic order as a result of the competition between the ferromagnetic 
coupling, which prefers parallel alignment, and the interlayer Dzyaloshinskii-Moriya interaction, 
which prefers perpendicular alignment (11). In addition to this, the large anomalous Hall effect 
of Co1/3NbS2 has garnered significant attention due to the accompanying magnetization anomaly 
near the antiferromagnetic phase transition (24). 

 A common feature of all chiral 1/3 intercalated TMDs is the formation of six domains 
surrounding a topological vortex due to domain boundaries resulting from structural chirality and 
antiphase. However, little research has been conducted on the interaction of the aforementioned 
exotic magnetic states with topological vortices and chiral domains in real space. In particular, it 
is revealed that the handedness of the magnetic helicity in the case of helical magnetic order is 
determined by structural chirality (25). However, there has been no exact atomic model of 
domain boundaries to date, which presents a challenge (5). Therefore, providing a precise atomic 
model of the topological vortex and chiral domains would be beneficial for further understanding 
of the interaction between structural chirality and helical magnetism. Based on STM 
observations, we present an atomic-scale model of structural chiral domains around a topological 
vortex. To the best of our knowledge, there has been no spatially resolved surface study on chiral 
domains/boundaries at the atomic-scale and topological vortex networks in any of the 1/3 
intercalated TMDs. It is likely that this model can be applied to most isostructural 1/3 
intercalated TMDs. 

 Fig. S7A is the atomic model of a chiral structural domain boundary drawn in accordance 
with the observation in Fig. 2A. The model assumes an idealized straight domain boundary, 
although real ones tend to have a curved orientation change. However, this does not alter the fact 
that the domain boundary has a lower density of Co ions compared to the inside region of a 
domain. This Co-deficient nature is represented in the schematic by the inter-row distance 
between the normal and boundary regions. The model illustrates the shift in the Co lattice on the 
surface (solid blue to solid red circles), while the lattice underneath remains unchanged (hollow 
green circles). A similar model can be constructed for the second type by exchanging the surface 
Co and the underneath Co lattice. It should be noted that the model previously proposed (5) by 
the author and the model presented at this time are different in that the intercalant density is 
lower near the domain boundary, but the change does not give a difference to the extintion rule 
observed in the DF-TEM result (5). Whether the boundary region gives additional or deficient 
number of Co intercalant does not change the fact that the region has antiphase shift along all 
three equivalent 𝒒𝒒 directions, and it makes the boundary observable in DF-TEM relevant to all 
three (√3 × √3)𝑅𝑅30° superlattice peak directions. Nevertheless, that can be of importance when 
one tries to study the interaction of the localized magnetic moments of Co ions across a domain 
boundary. 

 Six chiral structural domain boundaries converge at a topological vortex, which exhibits a 
topological robustness. The robustness means that a topological vortex cannot be removed by 
themselves, and can be removed only by going out of the sample or annihilated by the 
recombination with a nearby antivortex. The topological robustness can be witnessed in the 
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structure of the domain boundary. Fig. S7B shows the approach and the (virtual) crossing of two 
chiral structural domain boundaries. The two domain boundaries change the intercalant site 
across the crossing point. (i.e. the solid line exchanges the solid blue and red circles. The dashed 
line changes the hollow red and green circles.) However, their crossing at the center resulted in a 
switch of both of the Co lattice and eventually forms a AA-type stacking. As the crystal structure 
only allows AB-type stacking, we can see that the crossing of two different type domain 
boundaries is not allowed. As a result, the vortex structure shown in Fig. S7C forms a 
topologically robust defect while the order of domain appearance cannot be altered. 
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Fig. S7. Atomic Model of Chiral Structural Domain Boundary and Topological Vortex. 

(A) Atomic model of Upper domain boundary. The Co intercalation site is changed in Upper Co 
lattice from blue to red circles across the boundary, while that of Lower Co lattice (green circle) 
is intact. The Co deficient nature of the boundary is represented by the average distance between 
Co rows inside the domain and the domain boundary region. (B) Prohibition of domain-boundary 
crossing. Crossing of the Upper (solid line) and the Lower (dashed line) domain boundary results 
in a formation of the AA-type stacking (red shade) that is prohibited in the crystal structure. The 
mechanism forces the domains not to change the order of appearance around a topological vortex 
and contribute to the topological robustness of the vortex structure. (C) Atomic model of a 
topological vortex and nearby chiral structural domains. The alternating arrangement of Upper 
and Lower domain boundaries results in a complete circulation through all the permutations of 
the stacking sequence. The opposite chiralities are depicted by the red and the blue triangular 
arrows. (D) The atomic model of a topological vortex is analyzed by examining the change in 
displacement vectors in relation to a unit cell grid. The hexagonal unit cell grid is overlaid on all 
six domains and the displacement vectors of the sulfur ions (located at the crossing points) are 
analyzed. These vectors rotate by 2π/3 across a boundary and result in a complete 4π rotation 
around the vortex. It is important to note that two domains with the same displacement vector 
direction exhibit opposite stacking sequences, which prevents the dissociation of the vortex.  
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Supplementary Note 6. 
 

Rotation of Displacement Vector around a Topological Vortex 
 

 The topological robustness the vortex can be examined in the change of the displacement 
vectors of the sulfur lattice where we can define topological charge (3, 26). Fig. S7D shows the 
change of the sulfur displacement vectors that is projected onto the unit cell grid, meaning they 
are analyzed by the modulus of the unit cell translation. The shift of the Upper or the Lower Co 
at the domain boundary causes the displacement vectors to rotate by 2π/3 between any adjacent 
domains. When the displacement vector completes a winding around the vortex, it has undergone 
a 4π rotation. It is important to note that in the case of two opposite domains with the same sulfur 
displacement vector, they have reversed stacking sequences due to the anti-phase shift. The 
completion of a 4π rotation represents a completed circular pattern in the discrete order 
parameter space formed using the S displacement vector as an order parameter (27). To remove 
this circular pattern, one must pass through the center point, which requires breaking the chiral 
distortion of the crystal structure. Similar entangled domain boundaries and their robustness can 
be found in various systems (3) such as hybrid improper ferroelectrics (28), incommensuration in 
charge density wave (26), or dislocation in metal interfaces (29). 
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Supplementary Note 7. 

 
Determination of the Zero Crossing Point 

 
 When we obtain tunneling spectra from domains with opposite chiralities, it is immediately 

discernable to find the different slopes in differential conductance. Since it is only observed with 
magnetic probe, the different slopes indicate that the spin-polarized signal contributes in opposite 
ways in domains with different chiralities. However, determining the exact crossing point, where 
the current-induced magnetization vanishes, is a sophisticated problem. In general, tunneling 
spectra of STM are measured using a constant tip height to eliminate any changes in the 
tunneling barrier between the tip and the sample. However, the selection of the tip height, which 
is determined by the combination of applied bias and tunneling current, is subject to various 
experimental factors. The normalization bias, which is the applied bias before the feedback is 
open, is usually chosen to be far from features of interest in the spectrum. In this case, we had to 
select the normalization bias close to the point where the spectra have vanished current-induced 
magnetization (i.e., near the zero bias). This was done by tracing the systematic change in the 
spectra with reducing normalization biases. In other words, the crossing point was measured with 
various normalization biases, and we found that the crossing point converged towards zero bias 
as the normalization bias moved towards zero. 

Fig. S8 shows schematics illustrating the effect of tip height variation with positive (Fig. S8C) 
and negative (Fig. S8B) normalization biases. The crossing point, initially located at zero bias 
(Fig. S8A), shifts to positive or negative energy according to the normalization bias change. Fig. 
S8D shows the two representative spectra showing the effect of the normalization bias change. 
The solid and hollow curves show spectra using normalization biases of -10 mV and +10 mV, 
respectively. The crossing points were measured at -9.5 mV and +6.5 mV, respectively, which 
are both located between the normalization bias and zero. By bringing the normalization bias 
closer to zero, the crossing point converges to zero regardless of the chosen bias polarity. As a 
result of this convergence, we were able to determine that the effect of MTE vanishes at zero 
bias. S Since the normalization bias cannot be located exactly at zero bias due to the instability of 
the feedback system, the spectra shown in the main text were obtained by averaging two 
measurements with normalization biases of +1 mV and -1 mV. 
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Fig. S8. Determination of the Crossing Point. (A) The ideal spectra with different slopes 

showing BCD induced magnetization in different chiral domains. (B,C) Schematics showing the 
change of crossing point when a negative (B) or positive (C) normalization bias is used. (D) Two 
sets of spin-polarized tunneling spectra obtained with the normalization biases of -10 mV (solid) 
and +10 mV (hollow). The red and blue colors depict two domains with opposite chiralities. The 
crossing points for the two biases were measured at -9.5 mV and +6.5 mV, respectively. (black 
arrows) There observed a systematic convergence of the crossing points towards zero bias as the 
normalization bias approaches to zero in both bias polarities.  
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Supplementary Note 8. 
 

Crystal Structures used in DFT Calculations 
 

 
Fig. S9. Both inverted chiral structures of Co1/3NbS2 in space group #182 (P6322).  
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Supplementary Note 9. 
 

Role of Different Magnetic Configurations 
 

We investigated the influence of different magnetic orderings on the two Co sites within a unit 
cell. We included spin-orbit coupling (SOC) and chose the [001] direction as the easy axis. Our 
DFT+U+SOC calculations showed that ferromagnetic (FM) ordering along the [001] direction 
had the lowest energy compared to antiferromagnetic (AFM) ordering, while the nonmagnetic 
configuration had the highest energy compared to both FM and AFM orderings. This held true 
for all values of the Hubbard U parameter we considered. Additionally, we estimated the 
magnetic exchange parameter (J) for U = 5 eV and obtained JS2 = -4.80 meV, where S is the spin 
state of Co and the negative sign indicates a FM coupling along the c-axis between nearest-
neighbor Co sites within the home unit cell. These results are consistent with a previous study 
(30).   

Fig. S10 shows the electronic band structure of Co1/3NbS2 calculated with inclusion of SOC (U 
= 5 eV and J = 1 eV) for the nonmagnetic, FM, and AFM configurations. All three magnetic 
configurations yield metallic ground states. 
 

 
Fig. S10. Electronic band structure (with-SOC) calculated using U = 5 eV and J = 1 eV for three 
different magnetic orderings. The horizontal dashed line marks the Fermi level. 
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Supplementary Note 10. 

 
Role of the Hubbard U Parameter on the Electronic Band Structure 

 
To examine the impact of the Hubbard U parameter on the electronic properties of 

nonmagnetic Co1/3NbS2, we varied the U parameter from 3 to 6 eV (with J set to 1 eV for all 
cases) and calculated the electronic band structure with the inclusion of spin-orbit coupling 
(SOC). Our results, shown in Fig. S11, indicate that there are no significant changes in the 
electronic properties within this range of U parameters, such as the opening of a bandgap at the 
Fermi level. This is as expected for the nonmagnetic case.  
  

 
Fig. S11. DFT+U+SOC calculated electronic band structure for different values of Hubbard U 
parameter (J = 1 eV) for nonmagnetic Co1/3NbS2. The horizontal dashed line marks the Fermi 
level. 
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Supplementary Note 11. 
 

Qualitative Estimation of the z Component of Magnetization (Mz) 
 

In order to qualitatively estimate the z component of current-induced magnetization, we recall 
the relationship between the current-induced magnetization and BCD tensor, 𝑀𝑀𝑧𝑧 ∝ 𝐷𝐷𝑧𝑧𝑧𝑧 𝐽𝐽𝑧𝑧   (31–
33), where Dzz is the zz component of BCD tensor and Jz is the current density along z axis. Dzz is 
calculated using the below equation as implemented in the WannierBerri package (34).  

 

𝐷𝐷𝑧𝑧𝑧𝑧(𝐸𝐸𝐹𝐹) =  �[𝑑𝑑𝒌𝒌]�[𝑑𝑑𝒌𝒌]
𝑜𝑜𝑜𝑜𝑜𝑜

𝑛𝑛

𝜕𝜕𝐸𝐸𝑛𝑛,  𝒌𝒌

𝜕𝜕𝑘𝑘𝑧𝑧
 Ω𝑛𝑛𝑧𝑧  𝛿𝛿�𝐸𝐸𝑛𝑛, 𝒌𝒌 − 𝐸𝐸𝐹𝐹� 

Here EF denotes the Fermi energy, En,k represents nth energy eigenstate of Bloch electrons at 
crystal momentum k, and Ω𝑛𝑛𝑧𝑧  represents the z component of Berry curvature of the nth eigenstate 
in the momentum space. To qualitatively estimate the BCD-induced magnetization, we multiply 
the calculated Dzz (shown in Fig. S12A) with the cumulative density of states minus the total 
number of valence electrons Ne near the Fermi level (shown in Fig. S12B), which gives us a 
qualitative estimation of the electronic current density (Jz) under a bias voltage. We found that 
the values of Dzz are quite large when compared to the reported BCD in previously studied bulk 
systems (35–38). Also, we note that Dzz reverses its sign upon the chirality reversal. The overall 
product of Dzz and Jz yields an estimation of current-induced Mz (in arbitrary units) for both 
chiral structures of nonmagnetic Co1/3NbS2, as shown in Fig. S12C. The calculation is in line 
with the strain induced valley magnetization although it derived considering some 
approximations for semiconducting MoS2 monolayer having a bandgap at the Fermi level (33). 
Nonetheless, the calculation of Mz using the relation, 𝑀𝑀𝑧𝑧 ∝ 𝐷𝐷𝑧𝑧𝑧𝑧 𝐽𝐽𝑧𝑧, provides a good qualitative 
description. Especially, the antisymmetric behavior is consistent with the symmetry 
considerations as well as with the quantitative calculation in the framework of MTE as shown in 
Fig. 1B and 4C. 
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Fig. S12. (A) Calculated BCD component along z axis (Dzz) based on the DFT+U+SOC 
calculation (U = 5 eV, J = 1 eV) as a function of energy near the Fermi level.  (B) Cumulative 
density of states (DOS) minus the total number of valence electrons (Ne) plotted as the chemical 
potential near the Fermi level for the nonmagnetic Co1/3NbS2. (C) Product of the cumulative 
DOS data reported in the left panel with Dzz which gives a qualitative estimate of current-induced 
Mz (in arbitrary units) for both the chiral structures of nonmagnetic Co1/3NbS2. 
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Fig. S13. (A) Ohmic conductivity σzz calculated from the DFT result as a function of chemical 
potential from the Fermi energy (B) Experimental current density measured in unit of A/m2 that 
is used to calculate the results in Fig. 4. The current data taken in Fig. 4I are averaged and 
divided by the typical size of tunneling area. (C) Total induced mz shown in unit of A/cm using 
the experimental current density and Kzz before it is converted to µB/cell units. 
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