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Many magnetic point-group symmetries induce a topological classification on crystalline insula-
tors, dividing them into those that have a nonzero quantized Chern-Simons magnetoelectric coupling
(“axion-odd” or “topological”), and those that do not (“axion-even” or “trivial”). For time-reversal
or inversion symmetries, the resulting topological state is usually denoted as a “strong topological
insulator” or an “axion insulator” respectively, but many other symmetries can also protect this
“axion Z2” index. Topological states are often insightfully characterized by choosing one crystallo-
graphic direction of interest, and inspecting the hybrid Wannier (or equivalently, the non-Abelian
Wilson-loop) band structure, considered as a function of the two-dimensional Brillouin zone in the
orthogonal directions. Here, we systematically classify the axion-quantizing symmetries, and ex-
plore the implications of such symmetries on the Wannier band structure. Conversely, we clarify
the conditions under which the axion Z2 index can be deduced from the Wannier band structure.
In particular, we identify cases in which a counting of Dirac touchings between Wannier bands, or a
calculation of the Chern number of certain Wannier bands, or both, allows for a direct determina-
tion of the axion Z2 index. We also discuss when such symmetries impose a “flow” on the Wannier
bands, such that they are always glued to higher and lower bands by degeneracies somewhere in the
projected Brillouin zone, and the related question of when the corresponding surfaces can remain
gapped, thus exhibiting a half-quantized surface anomalous Hall conductivity. Our formal argu-
ments are confirmed and illustrated in the context of tight-binding models for several paradigmatic
axion-odd symmetries including time reversal, inversion, simple mirror, and glide mirror symmetries.

I. INTRODUCTION

Recent progress in the classification of topological in-
sulators (TIs) has been dramatic. Building on early
work on the quantum anomalous Hall (QAH) effect,?

the first phase in these developments focused on sys-
tems with time-reversal (TR) symmetry. In this con-
text, two-dimensional (2D) systems are known as spin-
Hall insulators, and three-dimensional (3D) insulators
are classified as weak or strong TIs.? While QAH in-
sulators are characterized by an integer topological in-
variant, the TR-protected systems are described by Z2

invariants {0, 1} (or {+,−}) corresponding to trivial and
topological states respectively. The additional presence
of inversion symmetry was shown by Fu and Kane? to
provide a simple means of determining the strong Z2 in-
dex, based on counting the numbers of odd-parity states
at high-symmetry points in the Brillouin zone (BZ).

The basic notion of the topological classification is the
assignment of two insulators to the same class if and only
if they can be connected by a continuous deformation of
the Hamiltonian without gap closure, while preserving
a given set of symmetries. We say that the symmetries
“protect” the topological classification. At a formal level,
the list of protecting symmetries can include chiral and
particle-hole symmetries.? ? However, while relevant in
the context of exotic phases such as superconductivity,
these are rarely of interest for the description of ordinary
insulators at the single-particle level.

In 2011, Fu introduced the concept of topological crys-
talline insulators,? where the set of symmetries used for
the classification includes point symmetries, such as rota-

tion or mirror operations, in addition to TR. The natural
development of this trend is to consider the space group
– or, for TR-broken systems, the magnetic space group
– in setting up the topological classification. Here there
has been dramatic progress in recent years, with new
approaches having emerged based on topological band
theory? and symmetry indicators,? most recently in-
cluding magnetic groups.? These have allowed for im-
pressive progress in clarifying the full variety of possible
topological states of crystalline insulators.

One tool that has proven especially useful for charac-
terizing topological states is the hybrid Wannier (HW)
representation (see Ref. [? ] for a recent overview).
Here one selects one crystallographic direction, say ẑ,
along which to transform from k space to real space via
the standard construction of one-dimensional (1D) maxi-
mally localized Wannier functions and their centers. This
is done independently at each ky in 2D, or at each (kx, ky)
in 3D. Thus, the HW functions are localized in real space
along z but remain as extended Bloch-like functions in
the orthogonal direction(s). The Wannier-center posi-
tions can be obtained from a parallel transport analysis
performed independently for each k-point string encir-
cling the BZ in the kz direction. This kind of analysis
also goes under the name of the “Wilson loop,”? ? ? ,
the generalized non-Abelian Berry phases corresponding
to the HW centers are frequently referred to as “Wilson-
loop eigenvalues.”

For a d-dimensional insulator, the flow of these HW
centers as a function of wavevector in the orthogonal
(d − 1)-dimensional BZ, which we shall refer to as the
Wannier band structure,? often proves to be a very use-
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ful tool for determining its topology.? ? ? ? ? ? For ex-
ample, the integer Chern number of a 2D QAH system,
the Z2 index of a 2D TR-invariant insulator, and the
strong and weak indices of a 3D TR-invariant insulator,
are easily diagnosed via an inspection of the flow of the
HW centers. They can also provide strong hints as to
the location in the BZ of the band inversion responsible
for the topological state, and to the flow of surface en-
ergy bands for surfaces orthogonal to the wannierization
direction.

One interesting aspect of the 3D TR-invariant class of
insulators is that the Z2 index that distinguishes between
strong-TI and trivial (or weak-TI) systems also serves
as an “axion Z2 index.”? ? ? The axion coupling is ex-
pressed in terms of a phase angle θ, the “axion angle,”
that constrains the possible values of the anomalous Hall
conductivity (AHC) on any insulating surface, as mea-
sured relative to an outward unit normal, to take values
(e2/h)(N − θ/2π) for integer N . Since θ is mapped into
−θ under TR, and is only well defined modulo 2π, the
presence of TR allows only two possible values of θ, 0
and π, which correspond to the trivial and topological
Z2 phases respectively. This means that any insulating
surface of a strong TI must exhibit a half-integer sur-
face AHC, as measured in units of e2/h. If all facets of
a crystallite are insulating and have the same value of
surface AHC (i.e., the same integer N), then the crys-
tallite as a whole behaves like a magnetoelectric mate-
rial with an isotropic linear magnetoelectric coupling of
θ = (e2/h)(θ/2π −N). In this sense, θ is understood as
describing a formal isotropic magnetoelectric coupling.

In fact, this formal coupling is π for ordinary strong TIs
such Bi2Se3 and its relatives, even though they normally
show no magnetoelectric effect. This remains consistent
with the previous considerations because the surfaces are
necessarily metallic unless TR is broken at the surface.
The topologically protected Dirac cones on the surface
provide a canceling contribution, and the surface AHC
vanishes (as it must if TR is present).

On the other hand, it was shown that inversion sym-
metry also protects the axion Z2 index.? ? ? When TR is
absent and the system is axion-odd, such systems are gen-
erally known as “axion insulators.”? A simple criterion
was given by Turner et al. for determining the axion Z2

index in the presence of inversion symmetry,? generaliz-
ing the parity-counting analysis of Fu and Kane? to the
TR-broken case. Because the symmetry protecting the
bulk topology (i.e., constraining the values of θ) is inver-
sion instead of TR, and because inversion is never a good
symmetry at any surface, it is much easier for the sur-
face of an axion insulator to remain insulating. In some
cases other symmetries may be present in addition and
may force some facets to be metallic, and there is always
the possibility that non-topological surface states will be
present at the Fermi energy. Nevertheless, if the goal
is to find insulators that naturally display a half-integer
surface AHC response, then it appears that axion insula-
tors are much more promising. Unfortunately, physically

realized examples of 3D bulk crystals that behave as ax-
ion insulators have been very difficult to find. To date
the closest to a physical realization seems to the antifer-
romagnetic topological insulator? MnBi2Te4, which has
been the subject of much recent interest.? ? ? ? ? ?

Other symmetry operations also reverse the sign of θ,
and thus support an axion Z2 classification. These in-
clude simple mirrors and glide mirrors, rotoinversions,
and time-reversed rotations and screws. In general, an
insulating material whose magnetic space group contains
such axion-odd operators has an axion Z2 index, and if
that index is nontrivial, the material is guaranteed to
have a half-integer QAH response on any insulating sur-
face.

In this paper, we investigate the symmetry constraints
imposed by the presence of axion-odd symmetry opera-
tions on the Wannier band structure, and more specif-
ically, the additional constraints associated with the
axion-odd topological state. Conversely, we show how
the axion Z2 index can often be deduced from an inspec-
tion of the Wannier band structure. In many cases, this
involves only a visual inspection of the Wannier band
structure, possibly including a counting of Dirac nodes
between certain bands. In other cases it may require
a calculation of the Chern number of a subset of Wan-
nier bands, or a more complicated computation of Berry
fluxes on truncated Wannier bands and Berry phases on
the truncation boundaries.

The paper is organized as follows. In Sec. II we re-
view the formal definition of the axion coupling as an
integral of the Chern-Simons (CS) three-form over the
3D Brillouin zone (3DBZ). We also introduce the HW
representation and the definitions of Berry potential and
curvature on the Wannier bands. We then review the ex-
pression for the axion coupling in the HW representation,
which was originally derived only in the case of isolated
Wannier bands, and generalize these expressions to the
case where the bands touch to form isolated groups, and
to the case that the entire Wannier band structure is con-
nected. In Sec. III we classify the axion-odd symmetry
operations according to whether or not they reverse the
ẑ axis, and whether or not they involve nonsymmorphic
fractional translations along ẑ. For each of these classes,
we discuss the simplifications that occur because of can-
cellations in the expression for the axion θ, and clarify
when and how the axion index can be determined from
an inspection of the Wannier band structure. We also
discuss which symmetries allow insulating vs. metallic
surfaces in axion-odd insulators, and which allow gapped
vs. gapless Wannier bands. In Sec. IV we discuss sev-
eral common cases, such as the presence of TR or in-
version by itself, or the existence of a mirror or glide
mirror symmetry. We illustrate each of these cases with
explicit calculations for a tight-binding model embodying
the symmetry in question. We summarize and conclude
in Sec. V. Finally, we also provide an Appendix in which
the case of inversion symmetry is treated by an alterna-
tive approach involving counting of parity eigenvalues of
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the Wannier bands at high-symmetry k points, leading
to conclusions in agreement with the previous analysis.

II. HYBRID WANNIER REPRESENTATION
AND THE AXION COUPLING

A. Axion coupling in the Bloch representation

We start from the usual expression for the axion cou-
pling derived from the second Chern number, a topo-
logical invariant defined in 4D, through a dimensional
reduction procedure. One obtains the expression

θ = − 1

4π

∫
BZ

d3k εαβγTr
[
Aα∂βAγ − i

2

3
AαAβAγ

]
. (1)

for the axion coupling of a 3D insulator in the Bloch
representation.? ? Here k = (kx, ky, kz) runs over the
3DBZ and Aα is a shorthand notation for the non-
Abelian Berry connection Aα,nm(k) = 〈unk|i∂kα |umk〉
obtained from the cell-periodic Bloch functions |unk〉.
The trace in Eq. (1) is over the occupied valence bands
indexed by m or n. The integrand of Eq. (1) is known as
the CS three-form.

Being a (pseudo)scalar quantity characterizing the
ground state of a 3D insulator, one might expect the
axion coupling θ to be gauge-invariant, but this is not
the case. In fact, a gauge transformation, that is, a k-
dependent unitary transformation Umn(k) that mixes oc-
cupied bands, can cause θ → θ + 2πN for some integer
N . This implies that the only well defined part of the
bulk axion coupling lives in an interval of 2π.

Physically, the axion coupling describes an isotropic
contribution to the formal magnetoelectric (ME)
tensor? ? αij = (∂Pi/∂Bj)E = (∂Mj/∂Ei)B. In other
words, an orbital magnetic field will induce a parallel po-
larization, or equivalently, an electric field will induce a
parallel orbital magnetization, with a constant of propor-
tionality given by

αCS =
e2

h

θ

2π
. (2)

We described this as a “formal” ME response because it
manifests itself through the appearance of a surface AHC
on any insulating surface facet that is given by

σsurf
AHC = −e

2

h

θ

2π
mod e2/h . (3)

In this exact relation, the ambiguity modulo 2π in θ is
consistent with a freedom to prepare insulating surfaces
with values of σsurf

AHC differing by the quantum e2/h, e.g.,
by changing the Chern number of some surface bands, or
of adding or deleting a surface layer with a nonzero Chern
number.? ? ? ? ? If all surfaces adopt the same branch
choice – i.e., the same value of σsurf

AHC – then the sample
as a whole exhibits a true magnetoelectric response of

−αCS, where the quantized part of the response has been
absorbed into the branch choice for αCS.

This phenomenon is a higher-dimensional analog of the
modern theory of electric polarization,? where the 2π
ambiguity of the Berry phase reflects the inability to de-
fine the bulk polarization, or to predict the bound charge
density of an insulating surface, except modulo a quan-
tum.

B. The hybrid Wannier representation

For a given crystalline 3D insulator, we choose a
reciprocal-lattice direction along which the HW repre-
sentation will be constructed, and orient the Cartesian
axes such that the corresponding real-space direction is
z. Given a gauge for the Bloch states |ψnkkz 〉, the corre-
sponding HW states are expressed as

|hlnk〉 =
1

2π

∫ π/c

−π/c
dkze

−ikzlc|ψnkkz 〉 . (4)

Here k = (kx, ky) is the wavevector in the perpendicu-
lar plane, i.e., in the projected two-dimensional Brillouin
zone (2DBZ); c = 2π/b is the lattice constant along z,
with b the magnitude of the shortest reciprocal lattice
vector along z; l is an index that runs over unit cells
along z; and n runs over the J occupied bands in the in-
sulator, which is the same as the number of HW functions
at each k in one vertical unit cell.

Henceforth the multiband gauge of the Bloch wave-
functions is always taken such that the |hlnk〉 are
maximally localized along z.? The HW wavefunctions
hlnk(r) = 〈r|hlnk〉 are thus Bloch-like and cell-periodic?

in the in-plane directions, while at each k they are the
maximally localized Wannier functions of the effective 1D
Hamiltonian Hk at that k. Their centers

zln(k) = 〈hlnk|z|hlnk〉 (5)

form the Wannier “bands” (or “sheets”). These are pe-
riodic in real space along z, zln(k) = z0n(k) + lc, as well
as periodic in the in-plane reciprocal space, zln(k) =
zln(k + G), where G is an in-plane reciprocal lattice
vector. We shall frequently drop the explicit k depen-
dence in the following. As noted earlier, this is essentially
the same construction as that of the non-Abelian Wilson
loop.

The Berry connection is defined in the HW represen-
tation as

Aαln,l′n′ = 〈hln|i∂α|hl′n′〉, (6)

where ∂α = ∂/∂kα with α = {x, y}. As a reminder, l
and l′ run over unit cells in the z direction, and n and
n′ label Wannier bands within the unit cell. Since there
are J occupied bands in our insulator, n and n′ run from
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FIG. 1. Illustrative sketches of possible hybrid Wannier (i.e.,
Wilson loop) band structures for a model with four occupied
bands. Hybrid Wannier (HW) centers znl(k) repeat along
the vertical direction with period c. The horizontal axis rep-
resents some path connecting high-symmetry points in the
2D Brillouin zone. (a) Four isolated Wannier bands. (b)
Two connected groups of Wannier bands. (c) Fully connected
Wannier bands.

1 to J . We shall also need to make use of the Wannier-
band-diagonal Berry curvature

Ωln,ln = ∂xA
y
ln,ln − ∂yA

x
ln,ln

= −2 Im 〈∂xhln|∂yhln〉 . (7)

Periodicity implies that

Aαln,l′n′ = Aα0n,(l′−l)n′ (8)

and therefore Ωln,ln = Ω0n,0n.
Next, we discuss the gauge dependence of the quan-

tities introduced above, as first presented in Ref. [? ].
The Wannier bands are predetermined by the maximal
localization procedure, so except in the case of degener-
acy between Wannier bands,? the most general gauge
transformation that we need to consider is a Wannier-
band-dependent phase twist

|h̃ln〉 = e−iβln(k) |hln〉 . (9)

This leads to new Berry connections

Ãαln,l′n′ = e−i(βl′n′−βln) (Aαln,l′n′ + δln,l′n′∂αβln) . (10)

The Berry curvature, on the other hand, is gauge invari-
ant, which follows from the first line of Eq. (7) using
∂x∂yβ = ∂y∂xβ.

We shall also have reason to define the (k-dependent)
quantity

Γln,l′n′ = i (zl′n′ − zln)Axln,l′n′ A
y
l′n′,ln (11)

which is fully gauge invariant, i.e.,

Γ̃ln,l′n′ = Γln,l′n′ . (12)

To see this, note that the (zl′n′−zln) prefactor in Eq. (11)
insures that only off-diagonal elements of Aα contribute,
and that the product of Axln,l′n′ and Ayl′n′,ln leads to a

cancellation of the phase factors in Eq. (10).
Finally we discuss the connectivity (sometimes called

the “flow”) of the Wannier bands. We restrict ourselves
to the case that all bulk Chern indices are zero. We refer
to the vanishing of the Chern number in the x-y plane

as the “in-plane Chern constraint.” The vanishing of the
other two Chern indices guarantees that each Wannier
band returns to itself (not to higher or lower partners)
as one traverses the 2DBZ by a reciprocal lattice vec-
tor. Of course, it also returns to itself on any closed loop
that does not wind by a reciprocal lattice vector, since
all such loops are contractible.? Importantly, these con-
siderations allow us to label the Wannier bands globally
by integers that we take as increasing along ẑ.

A gap is said to exist between a pair of adjacent HW
bands if these are not connected by degeneracies any-
where in the 2DBZ. A Wannier band is said to be isolated
if a gap exists above and below it. A connected group of
Wannier bands is a set of adjacent bands that are con-
nected by degeneracies, but that are separated by gaps
above and below the group. The HW sheet structure
as a whole is said to be connected if there are no gaps;
otherwise it is disconnected and is composed of M inter-
nally connected groups separated by M gaps per unit cell
along z. These features are illustrated in Fig. 1.

C. Disconnected Wannier band structure

1. Isolated bands

Let us begin with the simplest case, in which all Wan-
nier bands are isolated, so that zln is a smooth function
of k for each n. For this case, which is illustrated in
Fig. 1(a), the authors of Refs. [? ] and [? ] showed that
the CS axion coupling θ can be expressed in the HW
representation as

θ = θzΩ + θ∆xy . (13)

The first term

θzΩ = −1

c

∫
d2k

∑
n

z0nΩ0n,0n (14)

is a kind of “Berry curvature dipole” term, where z0n is
given by Eq. (5) and the summation index n runs over
Wannier bands in the home unit cell (l=0). The second
term in Eq. (13) can be written as

θ∆xy = −1

c

∫
d2k

∑
n

∑
l′n′

Γ0n,l′n′ (15)

where Γln,l′n′ was defined in Eq. (11). We have chosen
to fix index l=0, but the result is unchanged if the index
0 is replaced by arbitrary l in Eq. (15), since Γ obeys the
same kind of translational invariance as in Eq. (8), i.e.,

Γln,l′n′ = Γ0n,(l′−l)n′ . (16)

Henceforth we simplify the notation by establishing the
convention that the absence of a cell index l implies l=0,
i.e., zn is shorthand for z0n, Ωnn is shorthand for Ω0n,0n,
etc. Then Eq. (14) becomes just

θzΩ = −1

c

∫
d2k

∑
n

znΩnn . (17)
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Similarly, |hn〉 shall refer to a HW function |h0n〉 in the
home unit cell l=0.

While all the quantities in Eqs. (15) and (17) are gauge
invariant, so that there is no ambiguity on this account,
there is an important ambiguity of a different kind in θzΩ.
It comes from the freedom to choose the set of Wannier
bands assigned to the home unit cell; this affects θzΩ
because of the appearance of zn in Eq. (17). By contrast,
only differences of z values appear in Eq. (15), so this
term is fully unambiguous.

To understand the ambiguity in θzΩ, recall that the la-
bels n = {1, 2, ..., J} simply count the bands in ascending
order within the home unit cell. (As a reminder, we are
considering here the case that all Wannier bands are iso-
lated.) But how do we choose the unit cell? Which band
shall we label as n= 1? One way to think about this is
that the choice of home unit cell corresponds to the choice
of one of the J gaps as the “primary” one, such that the
counting starts with the Wannier band just above this
gap. A different choice of primary gap just has the effect
of shifting some subset of the Wannier bands along z by
distance c. For each shifted band n, θzΩ in Eq. (17) gets
shifted by

∆θzΩ = −
∫
d2kΩnn = −2πCn , (18)

where Cn is the Chern number computed over this Wan-
nier band. Since Cn is necessarily an integer, this means
that θzΩ, and also the total θ as given by Eq. (13), is
only well defined modulo 2π. Actually, such an ambigu-
ity is expected, since we know on other grounds that θ is
only well defined modulo 2π, so this is not problematic.
However, it is still something that we have to anticipate
and deal with in the analysis that follows.

To clarify why θ∆xy is unaffected by the choice of unit
cell, it is instructive to rewrite Eq. (15) as

θ∆xy = − 1

Nc

∫
d2k

∑
µµ′

Γµµ′ , (19)

where we have introduced a condensed index notation
µ = (ln), the sums over µ and µ′ both run over all
Wannier bands in a large system of N unit cells, and
Γµµ′ = i(zµ′ − zµ)AxµA

y
µ′ . In other words, θ∆xy is just

the sum of all Γ elements taken per unit cell along ẑ.
With this perspective, it is obvious that the ln labeling
of the Wannier bands is irrelevant for θ∆xy. By contrast,
it is impossible to write an expression similar to Eq. (19)
for θzΩ, since the appearance of zµ itself, rather than the
difference zµ′−zµ, would render the average over N cells
ill-defined.

2. Composite groups of bands

We now consider the case that at least some of the
bands form internally connected composite groups, but

the Wannier band structure as a whole remains discon-
nected. An example of a system of this type is shown
in Fig. 1(b), where there are M = 2 connected groups,
each consisting of a pair of bands joined by a nodal
point. We do not expect such nodal points to appear
generically, since accidental degeneracies have codimen-
sion three, and thus require fine tuning. On the other
hand, such nodal degeneracies may sometimes be in-
duced by symmetry, often occurring at the time-reversal
invariant momenta (TRIM), or at other high-symmetry
points or lines, in the 2DBZ. When such degeneracies are
present, the evaluation of Eq. (13) becomes problematic
because Ωnn can diverge in the vicinity of the degenera-
cies between Wannier bands. In the case of a Dirac node,
defined as an isolated nodal touching with linear disper-
sion of zn(k) close to the node, Ωnn has a delta-function
singularity at the node. To solve this problem, we can
go over to a formulation in terms of a gauge-covariant
treatment of the Berry curvature within each group.

To see this, let the a’th group (a = 1, ...,M) be com-
posed of Ma Wannier bands, and combine terms such
that the contribution of group a is taken to be

θa = −1

c

∫
d2k

∑
n∈a

znΩnn +
∑
n,n′∈a

Γnn′

 . (20)

As a reminder, zn, Ωnn′ , and Γnn′ refer to contributions
coming from the home cell l= 0 (and l′= 0) only. Then
the total Chern-Simons coupling is

θ = θ′zΩ + θ′∆xy (21)

where

θ′zΩ =
∑
a

θa (22)

is the sum of Eq. (20) over groups a, and

θ′∆xy = −1

c

∫
d2k

∑
n

∑
l′n′

′
Γ0n,l′n′ (23)

is identical to θ∆xy in Eq. (15) except that the prime on
the sum indicates the omission of all terms with Wannier
bands l′n′ belonging to the same group as 0n. The sum
over groups in Eq. (22) counts isolated bands by treating
them as groups withMa=1, and Eq. (13) with Eqs. (15)
and (17) are recovered if all bands are isolated.

But now the quantity inside the parentheses in Eq. (20)
can be simplified by writing it as

θa = −1

c

∫
d2k

∑
n∈a

znΩ̃nn (24)

where

Ω̃nn = Ωnn − i
∑
m∈a

(AxnmA
y
mn −AynmAxmn) (25)
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is the diagonal element of a gauge-covariant Berry cur-
vature matrix. Substituting Eq. (25) into Eq. (24) easily
demonstrates the equivalence of these expressions. The
Chern number of a connected group of bands can then
be expressed in terms of the gauge-covariant Berry cur-
vature as

Ca =
1

2π

∫
d2k

∑
n∈a

Ω̃nn . (26)

The advantage of this formulation is that Ω̃nn remains
a smooth and divergence-free function of k in the vicin-
ity of degeneracies between bands in the group. This is
a well-known feature of the gauge-covariant Berry curva-
ture, and can be seen by expressing it as

Ω̃nn = −2 Im 〈∂̃xhn|∂̃yhn〉 , (27)

where ∂̃α|hn〉 = Qa∂α|hn〉 is the gauge-covariant deriva-
tive of the HW state and Qa = 1−

∑
n∈a |hn〉〈hn| is the

projector onto all states other than the Wannier bands in
group a in the home unit cell. (The philosophy is similar
to that used in defining the gauge-covariant derivative
∂̃α|unk〉 = Qnk∂α|unk〉 of the Bloch energy eigenstate
|unk〉, where Qnk = 1 −

∑
m6=n |umk〉〈umk|, except that

here we work with the spectrum of z, not that of H.) The

projector Qa eliminates from ∂̃α|hn〉 the divergences that
would be present in ∂α|hn〉 arising from mixing between
Wannier bands inside the same group.

In summary, in this part we have argued that Eqs. (21-
24) form a robust set of equations that can be used to
evaluate the CS coupling even in the presence of compos-
ite groups of internally-degenerate Wannier bands.

In case there is a doubt about the correctness of this
expression, we can consider the application of a small
symmetry-lowering perturbation λV that gaps out the
degeneracies between bands within the group. In this
case we know Eq. (13) is correct, and we can argue that
it is equivalent to Eq. (21), and then take the limit λ→
0. Since Eq. (21) is insensitive to degeneracies within
the group, we can conclude that its evaluation at λ= 0
provides the correct CS coupling.

D. Introduction of a cutting surface

When it comes time to consider the case of a fully con-
nected Wannier band structure, it will not be possible
to assign Wannier bands to the home unit cell without
cutting through the Wannier bands in some way. To
prepare for this, we begin by returning to the case of iso-
lated Wannier bands as in Sec. II C 1, and we define a
“cutting surface” zcut(k) that is smooth and periodic in
k, such that all Wannier bands with zcut(k) < zln(k) <
zcut(k)+ c are assigned to the home cell l=0. As a refer-
ence, if the cutting surface lies entirely inside the primary
gap, as illustrated in Fig. 2(a), then the definition of the
home unit cell is the same as it was in Sec. II C.

Instead, let zcut(k) be increased such that it cuts
through one or more of the Wannier bands, as illustrated
for a single Wannier band in Fig. 2(b). This has the ef-
fect that zn is shifted upwards by c for all bands lying
below the new cut. Following an earlier argument, the
contribution of Wannier bands lying entirely below the
cut is changed by 2π times a Chern integer, making no
change to θ modulo 2π. As for band n pierced by the
cut, we define Sn to be the region of the 2D plane for
which zn lies below the cut, and Cn is its boundary, i.e.,
the intersection with the cut, as shown in Fig. 2(c). The
reassignment of the HW states inside Sn shifts zn up-
wards by c, so that the term θzΩ in Eq. (17) changes by
an amount

∆θ
(n)
zΩ = −

∫
Sn
d2kΩnn = −φ(n)

cut (28)

where

φ
(n)
cut =

∮
Cn

Ann · dk (29)

is the Berry phase evaluated on Cn. In general, the
boundary Cn could be multiply connected, in which case
the sum over loop Berry phases is implied in Eq. (28).
The total change in θzΩ is then

∆θzΩ = −φcut = −
∑
n

φ
(n)
cut , (30)

where φcut is the total Berry phase from all Wannier
bands that intersect zcut(k). Of course, this quantity is
only well defined modulo 2π, but this is not an issue since
the axion coupling has the same indeterminacy.

On the other hand, the expression for θ∆xy in Eq. (15)
is unchanged, since no matter the labeling, all pairs of
Wannier bands at the same k eventually enter the sum
in Eq. (15) in the same way as before. The overall change
in Eq. (13) is then just ∆θ = −φcut. To correct for this,
we just have to add back a piece to cancel Eq. (30), and
we arrive at

θ = θzΩ + θ∆xy + φcut . (31)

As a reminder, θzΩ is still evaluated as in Eq. (17), but
now with the band label n running from 1 to J indepen-
dently at each k beginning with the first band above the
cutting surface, and the Berry-phase term φcut accounts
for the contributions of the loops of intersection of the
cutting surface with the bands. Equation (31) is one of
the principal results of the present work.

E. Connected Wannier band structure

The result in Eq. (31) was derived for the case that all
bands are isolated, but we now wish to consider a fully
connected Wannier band structure, in which no bands
are isolated and no gaps occur.
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FIG. 2. (a) An isolated Wannier band (green) lying entirely inside the home unit cell (cutting surfaces, blue, at z=0 and z=c).
(b) The same Wannier band, now represented by two disconnected pieces in the home unit cell, after the cutting surface has
been raised. (c) The region Sn where the Wannier band falls below the new cutting surface, and its boundary Cn.

1. Degeneracy regions

As a first step, we revise Eq. (31) for the case of com-
posite groups considered in Sec. II C 2. In particular, we
consider the case that the cutting surface zcut(k) cuts
through one or more of the connected bands within a
group (but avoiding degeneracies). Unfortunately, we
cannot simply cut through a connected group that is
being treated using the gauge-covariant formulation of
Sec. II C 2, because φcut is defined as the Berry phase on
an individual Wannier band; this is equal to the integral

of the Ωnn over the enclosed area, but not that of Ω̃nn.

To remedy this problem, we can adopt a more re-
strictive treatment of degeneracies, as follows. Wher-
ever there is a degeneracy between Wannier bands, we
identify a degeneracy region (DR) surrounding the de-
generacy. The α’th DR consists of a set of Mα adjacent
bands (Mα ≥ 2) that are involved in the degeneracy,
and a small region Rα surrounding the degeneracy in
the 2DBZ, as illustrated in Fig. 3. If a cutting surface
zcut(k) is present, we shall insist that it be chosen to
avoid all the DRs, so that each DR lies entirely inside
the home unit cell. We then collect together the terms
in Eqs. (13-15) that only involve bands inside the DR to

kx 

ky 

zn 

FIG. 3. Sketch of degeneracy region (shaded) associated with
two Wannier bands zn(k) near a point node, and its projection
onto the disk-shaped region Rα in the 2DBZ (bottom).

get a contribution

θDR
α = −1

c

∫
Rα

d2k

∑
n∈α

znΩnn +
∑

n,n′∈α
Γnn′


= −1

c

∫
Rα

d2k
∑
n∈α

znΩ̃nn . (32)

Here we have followed the same approach leading to
Eq. (20), but now restricting the k integral only to the
region Rα, and the sum to run only over the Mα bands
involved in the degeneracy.

We then write the total Chern-Simons axion coupling
in Eq. (31) as

θ = θ′′zΩ + θ′′∆xy + φcut , (33)

where

θ′′zΩ = −1

c

∫
d2k
∑
n

′′
znΩnn +

∑
α

θDR
α (34)

and

θ′′∆xy = −1

c

∫
d2k

∑
n

∑
l′n′

′′
Γ0n,l′n′ . (35)

The double prime on the first sum in Eq. (34) indicates
that all terms coming from within a DR are to be omit-
ted, and in Eq. (35) it excludes terms where both bands
lie in the same DR in the same cell; these omissions are
compensated by the second term in Eq. (34).

Equation (33) is the desired formula, which remains
robust in the presence of degeneracies, including in the
connected case in which no gaps are present. It provides
the formal solution to the problem of expressing the ax-
ion coupling θ in the HW representation, even in the
case of fully connected Wannier bands, and is one of our
principal results.

While Eq. (33) might be somewhat awkward to im-
plement in practice, involving as it does the choice of
some DRs that need to be treated differently while in-
tegrating over the 2DBZ and summing over bands, we
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shall mainly be interested below in cases in which some
symmetry is present that quantizes θ to 0 or π. In such
cases, we shall insist on choosing the cutting surface and
the DRs in such a way as to respect those symmetries,
so that the same kinds of symmetry arguments used for
the HW sheet contributions can also be used for the DR
contributions. Thus, in cases where the θzΩ contribution
would vanish in the absence of DRs, θ′′zΩ vanishes in their
presence as well. In other cases, we shall argue shortly
that one can take a limit in which the size of the DRs
goes to zero. Either way, an explicit calculation of the
contribution of a DR can typically be avoided. In fact,
it often happens that only the last term φcut survives in
Eq. (33), so that the axion coupling is given just by the
Berry phase on the cutting loop (or the total Berry phase
in the case of multiple loops).

Of course, whenever the Wannier band structure is ac-
tually disconnected, it is simpler to return to Eq. (21),
where no cutting surface is needed and the bands can be
indexed by counting from above some chosen gap. Again,
symmetry will often allow us to decide the value of θ
based on rather general features of the Wannier band
structure in this case as well.

2. Shrinking the degeneracy regions

Up to this point, we have avoided specifying the na-
ture of the degeneracies between Wannier bands, which
in general could occur at point nodes, or along lines, or
even over a plane spanning the 2DBZ, depending on the
type of symmetries present. Henceforth we will focus on
point touchings of two or more Wannier bands, comment-
ing only occasionally on the case of higher-dimensional
degeneracies. Then, from a formal point of view, we can
shrink the size of the α’th DR surrounding a point node
to a disk of some small radius ε in the 2DBZ. This may be
problematic computationally, since the immediate vicin-
ity of the DR may become difficult to treat without the
gauge-covariant formulation, but as a formal manipula-
tion it is permissible. Furthermore, we can argue that
the contribution θDR

α vanishes in the limit that ε → 0,

since Ω̃nn remains finite as the degeneracy is approached
(since it only “sees” Wannier bands outside the degener-
ate group), and the area of the disk goes to zero.

Formally speaking, then, we can simply neglect the
contributions from the DRs in the small-DR limit. This
will prove useful in analyzing the contributions to θ in
the presence of certain symmetries, as we shall see.

III. SYMMETRY CONSIDERATIONS

A. Axion-odd insulators

For the remainder of the manuscript we restrict our-
selves to insulating systems with symmetries that protect
the quantization of θ to 0 or π. This symmetry could be

time reversal (TR), in which case a spinful system with
θ = π is usually denoted as a strong topological insulator
(TI). It also could be inversion I, in which case the sys-
tem is usually called an axion insulator. However, many
other symmetries can quantize θ, such that θ/π = 0 or
1 defines an “axion Z2 index.” We use the term “axion-
odd insulators” to refer to systems in which the nontrivial
Z2 index is protected by one of these symmetries, with
TR-protected strong TIs and inversion-protected axion
insulators as special cases.

In this section we survey the symmetries that can
quantize the axion coupling, and describe their conse-
quences for the Wannier band structure. Moreover, we
show that in many cases it is possible to determine the
axion Z2 index without recourse to the expressions given
in Sec. II. In particular, it is often enough just to have
a knowledge of some elementary features of the Wannier
bands, such as the type and number of touchings between
bands, or the total Chern numbers of certain bands or
band groups.

To decide whether θ is quantized to 0 or π by a set
of crystal symmetries – i.e., whether the axion Z2 index
is protected – we can just look at whether there are any
elements in the magnetic point group that reverse the
sign of θ. We shall call these the “axion-odd” symmetries,
and they are comprised of the proper rotations composed
with TR and the improper rotations not composed with
TR. If one or more of these symmetries is present in the
magnetic point group, then θ is quantized to be 0 or π,
i.e., the Z2 index exists.

In such a case, we can argue as follows that the θ∆xy

term in Eq. (15) must vanish. Like the θzΩ term, θ∆xy has
its sign reversed by any axion-odd symmetry operation.
On the other hand, unlike θzΩ, θ∆xy has no quantum
of ambiguity, as we saw at the end of Sec. II C 1. As a
result, θ∆xy is immediately forced to vanish in the pres-
ence of such a symmetry, while θzΩ is not. The restricted
sums θ′∆xy and θ′′∆xy in Eq. (21) and (33), respectively,
will vanish as well, since the assignment of bands to com-
posite groups automatically respects the symmetry, and
we chose the shapes and locations of the degeneracy re-
gions to respect the symmetry as well. For this reason,
we ignore the θ∆xy terms in the considerations that fol-
low, and the remaining question is whether the θzΩ term,
taken together with φcut if a cutting surface is present,
yields 0 or π.

In many cases the magnetic point group may contain
several axion-odd symmetry operations, but any one of
them is enough to quantize θ. Therefore, we shall just
consider each kind of axion-odd point symmetry in turn,
and study its consequences, while keeping in mind that
other symmetries may exist as well.

Let g be the axion-odd magnetic point symmetry in
question. For this g, we choose our Cartesian frame such
that the direction ẑ is either invariant or reversed by g,
and then we carry out the wannierization along the ẑ
direction. In some cases this choice can be made in more
than one way; for example, for a mirror, ẑ could be chosen
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TABLE I. Axion-odd point-group symmetries, and their de-
composition as g = g‖g⊥.

g g‖ g⊥
Operations reversing ẑ

Mz Mz E
I Mz C2

S3,4,6 Mz C3,4,6

C̄′
2 Mz M ′

d

Operations preserving ẑ
E′ E E′

C′
2,3,4,6 E C′

2,3,4,6

Md E Md

to lie in, or normal to, the mirror plane. In such cases
more than one avenue of investigation may be available,
with one possibly being more advantageous, but for now
we just assume that some such choice has been made.

In this chosen frame, the possibilities for the spatial
part of the point-group operator can be enumerated as
follows. If ẑ is not reversed, it is the identity E; a proper
rotation Cn by 2π/n about the ẑ axis; or a reflection Md

across a plane containing the ẑ axis. If ẑ is reversed, it
is the inversion I; a mirror Mz across the x-y plane; an
improper rotation Sn = MzCn for n = {3, 4, 6}; or a two-
fold rotation C̄2 about an axis lying in the x-y plane. We
attach a prime to denote composition with TR, so that
E′ represents TR itself. This establishes our notations for
the symmetry operations. We also decompose g = g‖ g⊥,
where g‖ is E or Mz, and g⊥ is the in-plane part of the
operator, including the TR component if present. For
orientation, we list in Table I the axion-odd point-group
symmetry operations g along with their decomposition
into g‖ and g⊥.

Keeping in mind that we are restricting ourselves to
the case that g is axion-odd, we can distinguish three
general cases:

1. Operation g reverses ẑ. We assume a choice of z-
origin such that the corresponding space-group op-
eration has no fractional translation along ẑ.?

2. Operation g preserves ẑ, and the corresponding
space-group operation has no fractional translation
along ẑ.

3. Operation g preserves ẑ, and the corresponding
space-group operation involves a fractional trans-
lation cẑ/m.

The first case corresponds to g‖=Mz, while the second
and third pertain to g‖=E. In all cases there may also be
a fractional (nonsymmorphic) in-plane translation τ⊥ in
the space-group operation associated with g; these play
a role in determining when and where point nodes of de-
generacy may occur between neighboring Wannier bands,
but will not concern us here. If point nodes do occur,
these will typically be located at z = 0 or z = c/2 for
g‖=Mz, and at general locations for g‖=E.

We denote the axion-odd space-group operations as be-
ing either z-reversing, z-preserving, or z-nonsymmorphic
according to the cases enumerated above. In the follow-
ing subsections we shall consider each of these cases in
turn.

Before proceeding, we list the transformation rules for
the Wannier bands and their Berry curvatures. Under an
operation {g|cẑ/m+ τ⊥} of the space group, a Wannier
band transforms as?

zn′(±g⊥k) = g‖zn(k) + cẑ/m , (36)

where the minus sign applies when g⊥ includes TR. The
Berry curvature is a pseudovector pointing along ẑ, and
as a result it transforms as

Ωn′n′(±g⊥k) =

{
Ωnn(k), g reverses ẑ,

−Ωnn(k), g preserves ẑ,
(37)

and the same rules apply to the gauge-covariant Berry

curvature Ω̃nn.

B. Determination of the quantized axion coupling

1. Symmetry operation reverses ẑ

For the operations that reverse ẑ, listed in the first four
rows of Table I, it follows from Eq. (36) that each HW
center at (z,k) in band n has a partner at (−z,±g⊥k)
in some band n′ (again, the minus sign applies when g⊥
includes TR). Moreover, according to Eq. (37) the Berry
curvatures of the Wannier bands are identical at these
locations. At least in a simple situation such as that in
Sec. II C 1, it therefore appears at first sight that all con-
tributions to the θzΩ term given by Eq. (17) will cancel
in pairs when summing over all Wannier bands and in-
tegrating over the 2DBZ, because of the sign reversal of
z. However, it is not always possible to choose the home
unit cell in such a way that the cancellation in Eq. (17)
is complete.

a. Disconnected case. To see this, first consider the
case of a disconnected Wannier band structure. As dis-
cussed earlier, we arrange the Wannier bands into a set
of internally connected groups that are isolated from one
another by gaps, and we work with Eqs. (22) and (24),
which were formulated for this case. Clearly the arrange-
ment of HW groups has to respect the z ↔ −z symmetry,
so we can proceed as follows.

We organize the internally connected band groups into
three collections as follows. First, we see whether there is
a connected group centered at z=0, and if so, we call it
the “origin-centered” group. In general, this can be done
by listing all connected groups that pass through z= 0.
If the number of such groups is odd, the central one is
the origin-centered group, and if not, there is no origin-
centered group. A similar construction at z= c/2 allows
us to identify the “boundary-centered” group, if there is
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FIG. 4. Sketches of hybrid Wannier band structures along
a path in k-space that captures all the degeneracies of a
system with an axion-odd symmetry that reverses ẑ. (a)
Disconnected Wannier band structure, decomposed into an
origin-centered group (blue shading), a boundary-centered
group (red shading), and an uncentered collection (yellow
shading). The axion index depends on whether the Wannier
bands in the red region have an odd Chern index, which in
turn is determined by a counting of Dirac nodes; here θ= 0
because the number of nodes in that region is even. (b)
Connected Wannier band structure, decomposed into a thin
slice centered at z = c/2 (red shading) and the remainder
(blue shading). Here θ = π since there is an odd number of
Dirac cones in the red region.

one. We then see whether there are any remaining HW
groups lying between the origin-centered and boundary-
centered groups (or between the corresponding gaps if
these groups are absent). If so, we collect these, together
with their z → −z symmetry partners lying below the
origin-centered group, into an “uncentered” collection of
band groups. This leads to a unique procedure for defin-
ing the home unit cell as composed of the union of the
origin-centered group, the boundary-centered group, and
the uncentered collection. Figure 4(a) shows an example
in which there are origin-centered and boundary-centered
groups composed of two Wannier bands each, and an
uncentered collection accounting for two more Wannier
bands, for a system with six occupied valence bands.

We can also obtain the contributions of these three col-
lections to various physical properties. Let COC, CBC,
and CUC denote the total in-plane Chern numbers of the
origin-centered, boundary-centered, and uncentered col-
lections respectively, as computed from Eq. (26). We can
also obtain the contribution of each collection to θ′zΩ in
Eq. (22). We argued earlier that θ′∆xy = 0 in the pres-

ence of any axion-odd symmetry, so we denote the θ′zΩ
contributions as simply θOC, θBC, and θUC respectively,
where we have also dropped the prime for brevity. Then
the total axion coupling is just

θ = θOC + θBC + θUC . (38)

Now the contribution θOC from the origin-centered
group takes the form given in Eq. (24), and this clearly
vanishes in view of the cancellations between contribu-
tions at z and −z inside this Wannier band group (recall

that Ω̃nn has the same sign in the canceling pair). Sim-
ilar arguments imply that θUC also vanishes, since the
groups below and above z= 0 cancel in pairs. However,

there is no such cancellation for the Wannier bands in
the boundary-centered group, because their symmetry-
mapped partners are centered about z = −c/2 and are
outside the chosen home unit cell (see Fig. 4(a), where
the home cell consists of the union of the four shaded
regions). Instead, each Wannier band at (z,k) in the
boundary-centered group has a partner in the same group

at (c−z,±g⊥k). Again Ω̃nn is identical at both locations,
so when inserting zn into Eq. (24), we make no mistake if
we treat both as located at the average location z = c/2.
But then Eq. (24) becomes

θBC = −1

2

∫
d2k

∑
n∈BC

Ω̃nn = −π CBC (39)

where Eq. (26) has been used. Since this is the only
contribution, we have that θ = π if and only if the Chern
index of the boundary-centered group is an odd integer.

Now recall that we assumed that all bulk Chern num-
bers vanish in our material, so that CBC+COC+CUC = 0.
Clearly CUC is even, since the uncentered collection is al-
ways composed of groups that contribute in pairs. Thus,
CBC is odd if and only if COC is odd. That is, the exis-
tence of an odd-Chern boundary-centered group also im-
plies the existence of an odd-Chern origin-centered group.
We are thus guaranteed to get the same result using the
boundary-centered or origin-centered group in Eq. (39).
The same conclusion follows from the freedom to shift
the origin by c/2 along z.
b. Counting of Dirac nodes In some cases it may be

possible to deduce the Chern number of a boundary- or
origin-centered group by inspecting the nodal touching of
Wannier bands. For example, suppose there are only two
Wannier bands in the boundary-centered group, and that
the locus of degeneracies between these bands consists
only of some number K of Dirac point nodes.? In view
of Eq. (36), these are typically found at z = c/2 in the
Wannier direction, and at locations obeying ±g⊥k = k in
the 2DBZ. For example, they may occur at some of the
four projected TRIM (PTRIM) for g = E′, or at other
high-symmetry points or even at generic positions in the
2DBZ for other symmetries.

Because we are considering symmetries that preserve
the Berry curvature while interchanging z and c− z, and
thus interchanging the two bands, we know that each
Wannier band carries the same Berry flux Φ0. Now, if
the symmetry is weakly broken in such a way as to gap
the Dirac nodes, then an additional Berry flux of ±π is
transferred to each Wannier band at each of the nodes.
However, this has to result in an integer Chern number,
so we conclude that Φ0 must be 0 or π (mod 2π) if the
number K of Dirac nodes is even or odd, respectively.
Recalling Eq. (39), this means that the axion Z2 index is
odd only if K is odd. The same analysis can be applied
to the origin-centered group.

This argument easily generalizes to the case that the
numberMBC of Wannier bands in the group is even, still
assuming that the only touchings are Dirac-like. That is,
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the Chern number is odd if and only if the total number
Ktot of Dirac nodes is odd. In this counting procedure,
a node involving an L-fold degeneracy is counted as L/2
Dirac nodes.

If the number MBC of Wannier bands in the group is
odd, then we have to treat the central band separately.
We let j = (MBC + 1)/2 be the index of this band, and
assume that it is regular enough to have a well defined
Chern number Cj . Each nodal touching involving this
band will also involve L/2 pairs of neighbors from among
the remaining (MBC − 1) bands. These can be treated
as before, providing L/2 Dirac nodes at one touching lo-
cation, and a total number Ktot when summed over the
2DBZ. The conclusion is that the total Chern index of the
group, and thus the axion Z2 index, is odd if and only if
Cj+Ktot is odd. This case is not quite as convenient, be-
cause it requires the evaluation of the Chern index of the
central band, in addition to a simple counting of Dirac
nodes.

In this analysis, we have assumed that the locus of con-
tact between Wannier bands consists only of point Dirac
nodes. If cases arise involving high-order (e.g., quadratic)
point nodes, or nodal lines or regions, then the analysis
given above would need to be reconsidered.

c. Connected case. Essentially identical results in-
volving the counting of Dirac nodes, and possibly the
calculation of the Chern index of a central band, can be
derived for the case of a connected Wannier band struc-
ture. To do so, we first establish a “nominal cell bound-
ary” znom(k) located near z=−c/2 as follows. Let N be
the number of Wannier bands passing through the point
(−c/2, Γ̄). If N is odd, let znom(k) be identified with the
central one of these bands; if N is nonzero and even, let
it be the average of the central two bands; and if N =0,
let it be the average of the next lowest and next highest
bands about z = −c/2. Then znom(k) is a surface cen-
tered at −c/2 that respects the symmetries of the system
and passes through the point (−c/2, Γ̄).

If N is even, znom(k) lies between two Wannier bands.
We assumed a connected band structure, so even if N=0
these bands must touch at one or more nodes, which lie
on the surface znom(k) by construction. If N is odd,
then znom(k) is identified with a HW band, which again
touches with the next higher band by assumption. In
either case, let the cutting surface be

zcut(k) = znom(k) + δ , (40)

where δ > 0 is a small vertical shift. With this conven-
tion, the unit cell consists of all portions of the Wannier
bands lying between zcut(k) and zcut(k) + c.

We first discuss the case of even N . An example is
sketched if Fig. 4(b); there the symmetry is such that
znom(k) is perfectly flat at z = −c/2, and the unit cell
consists of the union of the two shaded regions shown
there. Regarding the degeneracies themselves, we let ε
of Sec. II E 2 go to zero faster than δ → 0, so that the
cutting surface avoids the DRs. Then θ′′zΩ reduces to
the first term of Eq. (34). This in turn can be bro-

ken into two contributions: one from the blue region
zn(k) ∈ [znom(k) + δ, znom(k) + c− δ], and another from
the red region zn(k) ∈ [znom(k) + c− δ, znom(k) + c+ δ],
in Fig. 4(b). The first region is centered about z = 0,
so all contributions cancel in pairs, while the latter re-
gion vanishes in the limit δ → 0, yielding a vanishing
contribution to θ′′zΩ.? Thus, θ′′zΩ = 0. We argued earlier
that the θ∆xy-type terms always vanish in the presence
of axion-odd symmetries, so in fact the first two terms in
Eq. (33) both vanish, and we are left with

θ = lim
δ→0

φcut (even N) (41)

That is, the axion coupling is given by the sum of Berry
phases of the vanishingly small loops of intersection of
the Wannier bands with the cutting surface of Eq. (40)
around the nodal points as δ → 0. If these are simple
Dirac nodes lying on znom(k), then we know that each
such Berry phase is π, and it follows that the system is
axion-odd if and only if the number of such Dirac nodes
is odd, as in Fig. 4(b).

If the number N of degenerate bands at (−c/2, Γ̄) is
odd, then arguments like those above yield

θ = lim
δ→0

φcut − πCj (odd N) , (42)

where Cj is the Chern number of the central band.
Again, if the nodes are simple Dirac nodes with their
nodal points lying on zj(k), the system is axion-odd if
and only if the sum of this central Chern index and the
number of Dirac cones is odd. Note that we could equally
well have chosen to work with a nominal cell boundary
centered around z= 0 instead of z=−c/2; as in the dis-
connected case, this follows from the freedom to shift the
origin by c/2 along z.

2. Symmorphic operation preserving ẑ

Here we consider the case that g preserves the sense of
ẑ, so g⊥ = g has to be either TR itself, a time-reversed
rotation about the z axis, or a simple reflection about a
plane containing this axis, as summarized in Table I. For
the moment we assume there is no associated fractional
translation along ẑ; that case will be considered in the
next subsection. Now the Berry curvature contribution
from an area element at z on one Wannier band gets
mapped onto one of opposite sign on the same sheet at
the same z, giving canceling contributions to θzΩ.

In the disconnected case, this implies that θ=0 and the
system is always in the axion-even phase, since any gap
can be chosen as the primary one defining the unit cell.
Conversely, if the system is axion-odd, then the Wannier
bands must be connected.

For the connected case, any cutting surface zcut(k) that
respects the in-plane symmetries will automatically give
θ′′zΩ = 0, since the same kind of cancellations occur. In
this case, the axion Z2 index is just given by φcut in
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Eq. (33). We can arbitrarily choose one Wannier band
j, make the cut at zj(k) + δ for vanishingly small δ, and
count the total Berry phase of the small loops of intersec-
tion of the Wannier bands with zcut(k). In the case that
these are simple Dirac nodes, the system is axion-odd if
and only if their number is odd.

3. Nonsymmorphic operation preserving ẑ

Finally we again consider the ẑ-preserving case, but
now assuming that the corresponding space-group opera-
tion involves a fractional translation c/m along ẑ for some
integer m. These can be glide mirrors, time-reversed
half translations, and time-reversed screws, denoted as
{Md|c/2}, {E′|c/2}, and {C ′n|c/m}, respectively.?

a. Fractional translations of c/2. For the moment,
we focus on the operations that involve a half-lattice-
vector translation, i.e., {Md|c/2}, {E′|c/2}, {C ′2|c/2},
{C ′3|c/2}, {C ′4|c/2}, and {C ′6|c/2}. Then, according to
Eq. (36), a Wannier band at (z,k) always has a partner
at (z + c/2,±g⊥k), with the minus sign applying when
g⊥ involves TR. Moreover, all of the operations Md, E

′,
C ′2, C ′3, C ′4, and C ′6 reverse the sign of the Berry curva-

ture Ω̃, which is thus equal in magnitude but opposite in
sign between these two partners.

If the band structure is disconnected, then there must
be an even number of gaps. We choose a primary gap and
divide the Wannier bands into two disconnected groups
related to each other by Eq. (36): a “lower group” con-
sisting of the first J/2 bands above the primary gap,
and an “upper group” consisting of the rest. Consider a

band n in the lower group; its contribution zn(k)Ω̃nn(k)
to the integral in Eq. (24) can be paired with a contribu-
tion

zn′(k′)Ω̃n′n′(k′) =
[
zn(k) +

c

2

][
− Ω̃nn(k)

]
(43)

at k′ = ±g⊥k in the upper group. The sum of these two
contributions, when combined with the −1/c prefactor of

Eq. (24), yields Ω̃nn(k)/2. Since we know that the θ′∆xy
term does not contribute, Eqs. (21-22) then yield

θ =
1

2
ΦLG = πCLG , (44)

where ΦLG is the total flux of Berry curvature in the lower
group, with CLG being the corresponding Chern number
(an integer). The system is thus axion-odd if and only if
this Chern index is odd.

To prepare for the connected case, let us return to the
disconnected case for a moment. We start with a cutting

surface z
(0)
cut(k) that lies entirely in the primary gap, so

that the lower group has the total Berry flux ΦLG of

Eq. (44), which we now relabel as Φ
(0)
LG. We then raise

the cutting surface to some chosen new location zcut(k)
that cuts through some of the bands at the bottom of
the lower group. (We also insist that zcut(k) avoids any

DRs.) The new lower group now extends from zcut(k)
to zcut(k) + c/2. As a result, the total Berry flux ΦLG

in this group changes for two reasons: because of the
omission of terms below zcut(k), which is compensated
by the addition of a term φcut; and by the addition of new
contributions near zcut(k)+c/2, which is compensated by
the addition of the same φcut because of the sign reversal

of Ω̃nn. Thus, we find that

Φ
(0)
LG = ΦLG + 2φcut . (45)

The quantity on the right side of this equation is 2π times
an integer, even though the individual terms are not, and
the system is axion-odd if and only if this integer is odd.

Finally we argue that this same formula applies to the
connected case, since following in the spirit of the dis-
cussion in Sec. II D, we can imagine that we introduce a
perturbation that opens a gap, place the cutting surface
there, raise the cutting surface, and then close the gap.
A concise representation of the final result is

θ =
1

2
ΦLG + φcut . (46)

This formula should be correct for any choice of cutting
surface, as long as it avoids the DRs.

In the case of Dirac cones connecting a pair of bands,
we can choose a cutting surface just above the average
of these bands, so that φcut could again be obtained as π
times the number of such Dirac cones. However, unlike
in Sections III B 1 and III B 2, here we cannot avoid doing
an explicit calculation of the total Berry flux in half the
unit cell. In this sense, Eq. (46) is not quite as convenient
as our earlier connected-case formulas.
b. Smaller fractional translations. We now consider

the operations involving smaller fractional translations,
namely {C ′3|c/3}, {C ′6|c/3}, {C ′4|c/4}, {C ′3|c/6}, and
{C ′6|c/6}. (We omit left-handed screws, since they be-
have in the same way as right-handed ones.)

We start by assuming a disconnected band structure,
and consider the example of {C ′4|c/4}. The number of
gaps must be a multiple of four; we choose one such gap
to define the unit cell in the usual way. Now {C2|c/2},
which is the square of {C ′4|c/4}, is also in the symmetry
group. It simply translates the Wannier bands by a half
lattice vector along ẑ with an extra C2 rotation with-
out affecting the value of the Berry curvature on a given
patch of the Wannier band, which is just carried along
to its new location. From the point of view of Eqs. (17)
or (24) for the contribution to θ, the rotation component
is irrelevant, since it does not affect the zn or Ωnn value.
Thus, for our purposes we can think of {C2|c/2} as defin-
ing a smaller “unit subcell” of height c′ = c/2, and we
can compute θ by focusing on just one subcell containing
J ′ = J/2 Wannier bands.

For the case of isolated bands, for example, Eq. (17)
becomes

θzΩ = − 1

c′

∫
d2k

J′∑
n=1

znΩnn (47)
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(the fact that we count half as many bands is compen-
sated by the factor of two from the replacement of c by
c′ in the prefactor), and a similar modification would ap-
ply to Eqs. (20) and (22) in the case of composite groups.
Now the action of {C ′4|c/4} in the subcell is entirely anal-
ogous to the action of {C ′2|c/2} in the full cell; this is one
of the cases that we studied above, and the same con-
clusions apply. That is, we conclude that θ is given by
Eq. (44), where CLG is now interpreted as the total Chern
number coming from the bottom half of the subcell, i.e.,
from the first J/4 bands. The case of a connected band
structure under {C ′4|c/4} is handled using the same anal-
ogy to the {C ′2|c/2} case, and a formula like Eq. (46)
applies.

The same strategy can be applied to reduce the re-
maining operations to previously studied ones in a similar
way. All of these remaining operations, namely {C ′3|c/3},
{C ′6|c/3}, {C ′3|c/6}, and {C ′6|c/6}, have the property
that their fourth power is (modulo full translations) just
a simple 3-fold screw, which divides the unit cell into
three subcells. Thus, we can restrict our attention to a
subcell of height c′ = c/3 containing J ′ = J/3 bands.

For the first two operations, {C ′3|c/3} and {C ′6|c/3},
there are no remaining fractional translations within
the subcell. Their third powers correspond to E′ and
C ′2 respectively, so in these cases the analysis of the
subcell is analogous to the symmorphic case discussed
in Sec. III B 2, and the conclusions found there apply.
Specifically, θ is trivial in the disconnected case, and a
counting of Dirac nodes can provide the value of θ in the
connected case.

For the last two operations, {C ′3|c/6} and {C ′6|c/6},
the subcell of height c/3 is subdivided by a further
half translation of c/6. The situation is similar to the
{C ′4|c/4} case discussed above, except that now the sub-
cell is of size c/3 instead of c/2. This subcell has lower
and upper portions containing J/6 Wannier bands each,
related to each other by an operation containing TR.
Thus, the analysis of the subcell in these cases is anal-
ogous to the that of the full cell in the nonsymmorphic
{E′|c/2} and {C ′2|c/2} cases respectively. In the discon-
nected case, Eq. (44) applies with CLG interpreted as the
Chern number of the first J/6 bands, and in the con-
nected case a formula like Eq. (46) once again applies.?

4. Summary

In summary, for the case of a disconnected band struc-
ture, the rules for determining the axion index are quite
simple. For a z-reversing symmetry operator, we test
for the presence of a boundary-centered group with an
odd Chern number, or equivalently, an origin-centered
one; if present, the system is axion-odd. For symmetry
operators that preserve the sign of ẑ, we can consider
three cases. If there is no associated fractional transla-
tion along ẑ, the system is forced to be axion-trivial. For
the case of a half translation, the system is axion-odd if

and only if the total Chern number in a half unit cell
is odd. For smaller fractional translations, we can de-
fine a subcell that tiles the full cell under simple screw
rotations, and apply the earlier analysis to the subcell.

The rules for the connected case are more complicated,
but in the simplest case that the connection is via Dirac
nodes, the results can be expressed in terms of a counting
of Dirac nodes, and may also require the calculation of
the total Berry flux of a band or subgroup of Wannier
bands in the unit cell.

Note that we may have some choice regarding the crys-
tallographic direction along which to perform the wan-
nierization. In the case of I or E′, any convenient prim-
itive reciprocal direction will do. In the case of a mir-
ror, we may choose either an axis normal to or lying in
the mirror plane, applying the analysis of Secs. III B 1
or III B 2 respectively. (If θ= π, the Wannier bands are
necessarily connected for the choice of wannierization in
the mirror plane.) The case of C ′2 rotations provides a
similar choice of options, i.e., the HW construction can
be done either normal to the C2 axis (Sec. III B 1) or
along it (Sec. III B 2). Of course, there may be more than
one axion-odd symmetry in the magnetic point group, in
which case one also has a freedom to choose which oper-
ation to select. Thus, it may often be possible to simplify
the determination of the axion index by an appropriate
choice of symmetry and setting.

C. Symmetry conditions for
topologically-protected spectral flow

Here, we address two closely related questions con-
cerning spectral flow in an axion-odd insulator. First,
we identify the symmetry conditions under which topo-
logically protected metallic states must exist on a given
surface. Conversely, when are insulating surfaces allowed
to appear? We then discuss the conditions under which
the flow of the bulk Wannier bands in a given direction is
topologically protected. Conversely, when can an axion-
odd insulator have a gapped Wannier band structure?

1. Protected flow of the surface energy bands

To answer the first question posed above, we ask
whether the surface magnetic point group contains any
axion-odd symmetry operations. If so, the surface AHC
would be forced to vanish (see below). However, this is
inconsistent with the half-integer surface AHC that, ac-
cording to Eq. (3), must occur for any insulating surface
of our assumed axion-odd bulk insulator. Thus, under
these conditions the surface is necessarily metallic. In
this case, Eq. (3) becomes?

σsurf
AHC =

e2

h

φ− θ
2π

mod e2/h , (48)
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where the extra phase angle φ is the Berry phase summed
over all the Fermi loops in the surface BZ. Since each
Dirac cone contributes a Berry phase of π, a topological
metallic surface must have an odd number of them to
cancel the θ = π contribution from the bulk.

If no axion-odd symmetries are present at the surface,
then the surface is allowed to be insulating. Of course,
whether it is really insulating or not will depend on de-
tails of the surface electronic structure for the particular
surface termination, but the bulk topology no longer re-
quires a metallic state.

One immediate consequence is that if TR itself is a
symmetry of the bulk, and also of the surface of interest,
then this surface must be metallic. This is the well-known
statement that strong TIs have metallic surface states on
all surfaces, unless TR is somehow broken on the surface.
By contrast, if inversion is the only axion-odd symmetry
protecting the axionic topology of the bulk, then all sur-
faces are allowed to be insulating, because no surface
preserves inversion symmetry.

More complicated situations can be analyzed as fol-
lows. For a given facet on the surface of an axion-odd
crystal, we first reduce from the 3D bulk magnetic space
group to the 2D magnetic space group that describes
the highest symmetry that the surface could possibly
have. This will consist of all operations of the 3D group
that leave the surface normal (chosen as ẑ) invariant,
and that involve no translation (either by a full or a
fractional lattice vector) along ẑ; the axion-odd opera-
tions among these, if any, are of the z-preserving type.
We then construct the surface magnetic point group in
the usual way, by listing the point operations appear-
ing in the space group. Finally, we omit any operations
that are not axion-odd. The remaining operations that
may be present are the z-preserving operations in Ta-
ble I: TR itself, the C ′n time-reversed rotations about
ẑ (n = {2, 3, 4, 6}), and reflections Md about a plane
whose unit normal lies in the surface. All these symme-
tries flip the sign of the surface AHC (a pseudovector
pointing along ẑ), forcing it to vanish. Hence, if any
of these symmetries are present at the surface, then the
surface must be metallic, with φ = π in Eq. (48).

Of course, any given surface may have lower symmetry
than the one allowed by the above considerations. For
example, a bulk-allowed Md mirror symmetry may be
spontaneously broken by the formation of a symmetry-
lowering surface reconstruction, or TR may be broken at
the surface by the spontaneous appearance of magnetic
order. In general, if any of the axion-odd symmetries
survive at the surface, it must be metallic; otherwise it
can be insulating.

We mentioned earlier that if inversion is the only axion-
odd bulk symmetry, then all surfaces are allowed to be
insulating. One may ask whether this is also true for any
other symmetries. The answer is yes. Consider, for ex-
ample, the case that an improper rotation S3, S4, or S6

about the z axis is a symmetry; then for any facet nor-
mal n̂, the component of n̂ on the (x, y) plane is rotated

by the symmetry, and the z component is reversed, so
there are no surfaces that obey this symmetry. The time-
reversed screw rotations also have this property. This
time they do preserve n̂ for surfaces normal to the rota-
tion axis, but the fractional translation that comes with
the screw operation is always inconsistent with such a
surface.

2. Protected flow of the bulk Wannier bands

As we have seen, a surface of unit normal ẑ on an axion-
odd insulator is required to be metallic if any bulk axion-
odd symmetries of the z-preserving type are preserved at
the surface. Assume that such a high-symmetry metallic
surface has been prepared. Following Refs. [? ? ], the
surface spectrum can be continuously deformed into the
bulk Wannier spectrum obtained by wannierizing along
ẑ. Briefly, the actual surface band structure is connected
to a model surface obtained by energetic flattening and
spatial truncation, and then the abrupt truncation is re-
placed by a crossover region whose width is allowed to di-
verge. In this limit, these authors show that the Wannier
band structure is recovered. Since the surface spectrum
flows by hypothesis, the Wannier spectrum must flow as
well.

This argument, based on the bulk-boundary correspon-
dence, reproduces the conclusions of Sec. III B 2, where
purely bulk considerations led to the conclusion that
the Wannier bands must be connected if a z-preserving
axion-odd symmetry is present. These considerations
also imply that the flow should occur via an odd number
of Dirac nodes between adjacent Wannier bands.

We emphasize, however, that the bulk-boundary argu-
ment does not necessarily work in reverse. That is, if
the surface band structure does not flow, this does not
necessarily imply the same for the bulk Wannier bands.
Sometimes a z-reversing or z-nonsymmorphic symmetry
can lead to flow of the Wannier bands in a “fragile” sense.
By this we mean that the flow can be destroyed, with-
out breaking any axion-odd symmetries, by adding some
weakly-coupled trivial bands to the valence manifold; this
behavior was demonstrated in Ref. [? ] for the case of
inversion symmetry. This is again consistent with the
analysis of Secs. III B 1 and III B 3, where both connected
and disconnected Wannier band structures were found to
be compatible with θ = π. This will be illustrated for
the case of a pyrochlore model with inversion symmetry
in Sec. IV B 2, and for the case of a model with glide
mirror symmetry in Sec. IV D 2. Since z-reversing and z-
nonsymmorphic operations are never symmetries of the
surface, there is never any such fragile protection of the
flow of the surface energy bands in these cases.
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IV. SPECIAL CASES AND NUMERICAL TESTS

In this section we consider four axion-odd symmetry
operations that deserve special emphasis: TR (i.e., E′);
inversion I; mirror (either Mz or Md, depending on the
wannierization direction); and glide mirror {Md|c/2}. In
each case we shall introduce an elementary tight-binding
model that can be used to illustrate some of the behaviors
expected from theory.

A. Time-reversal symmetry

1. General considerations

Here we consider the case that TR itself, E′, is a sym-
metry of the system. This is a z-preserving symmetry as
discussed in Sec. III B 2, and the conclusions given there
apply directly.

We first consider the case of spinor electrons, so that

(E′)
2

= −1. As is well known, all energy bands of a
2D system appear as Kramers pairs at all four TRIM.
In a similar way, the Wannier bands of a 3D system all
appear as Kramers degeneracies at the four PTRIM, as
discussed in Ref. [? ]. Therefore, any given Wannier band
j is either Kramers degenerate with band j − 1, or with
band j + 1, at each of the four PTRIM. Let us call these
“down-touchings” and “up-touchings” respectively; their
numbers are Nd(j) and Nu(j) = 4 − Nd(j) respectively.
The next band clearly has Nd(j + 1) = Nu(j), etc. Since
Nd(j + 1) = 4−Nd(j), there are three cases to consider:

• Nd alternates between 0 and 4 as bands are
counted. The Wannier bands are thus “glued to-
gether” in pairs, and are generically gapped from
the next higher or next lower pair.? From this it
follows that the axion Z2 index is trivial. As dis-
cussed in Ref. [? ], it also follows that the Z2 in-
dices are trivial on the four TR-invariant planes
kx = 0, kx = π, ky = 0, and ky = π in the 3DBZ.
This system is either topologically trivial, or it is a
weak topological insulator with indices (0;001), i.e.,
equivalent to a stack of quantum spin Hall (QSH)
layers along z.

• Nd = 2 for all bands. The Wannier band struc-
ture is connected; there are no gaps. These sys-
tems correspond to weak topological insulator con-
figurations, this time corresponding to a stacking
of QSH layers along x or y or in the diagonal xy di-
rection. According to the discussion in Sec. III B 2,
we can choose a cutting surface just above any cho-
sen band; the two Dirac cones cut by this surface
contribute an even integer times π, and the system
is again axion-trivial.

• Nd alternates between 1 and 3 as bands are
counted. The Wannier band structure is again con-
nected. A cutting surface is again chosen just above

one Wannier band; since there will be 1 or 3 Dirac
cones cut by this surface, each carrying a Berry
phase of π, the system is a strong topological insu-
lator and it is axion-odd.

These conclusions are consistent with the well-known
properties of TR-protected topological insulators, as dis-
cussed, for example, in Ref. [? ].

For the case of scalar particles, (E′)
2

= +1, the
Kramers degeneracies are not enforced, and the Wannier
band structure will generically be disconnected, in which
case θ=0. In case a connected Wannier band structure is
enforced by degeneracies associated with additional sym-
metries, the Dirac node counting procedure described at
the end of Sec. III B 2 should still apply.

2. Fu-Kane-Mele model

To illustrate how the trivial, weak-TI, and strong-TI
phases manifest themselves in the HW representation, we
use the Fu-Kane-Mele (FKM) model.? In this model,
spinor s-like orbitals interact with spin-dependent and
spin-independent hoppings on a diamond lattice of con-
ventional lattice constant a. The Hamiltonian contains
two terms,

H =
∑
〈ij〉

tijc
†
i cj + λSO

∑
〈〈ij〉〉

ic†i gij · σ cj . (49)

The first term describes spin-independent first-neighbor
hoppings, denoted as 〈ij〉; the hopping amplitudes are
tij = t0 for all bonds except those aligned along [111],
for which tij = t0 + ∆t. The second term, which mod-
els the effect of spin-orbit coupling, consists of spin-
dependent second-neighbor hoppings denoted as 〈〈ij〉〉;
σ = (σx, σy, σz) are the Pauli matrices, and gij =
dil × dlj where dil and dlj are the bond vectors of the
first-neighbor pairs making up the second-neighbor bond.
We set t0 = 1 and λSO = 0.125, and adjust ∆t according
to the phase diagram

∆t ∈



(−∞,−4), Trivial insulator

(−4,−2), Strong TI

(−2, 0), Weak TI

(0, 2), Strong TI

(2,∞), Trivial insulator

to put the system in a trivial-insulator, weak-TI, or
strong-TI phase at half filling.?

For our numerical tests we pick a trivial insulator with
∆ = 2.5, a weak TI with ∆t = −1.0, and a strong TI with
∆t = 1.0. Their Wannier band structures are shown in
Fig. 5; in the top panels the wannierization is along (111),
and in the bottom panels it is along (001).

As explained earlier, in a trivial insulator the number
Nd of Kramers down-touchings at the PTRIM is expected
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FIG. 5. Wannier band structures for the FKM model in a
trivial-insulator phase with ∆t = 2.5 (a,d), a weak-TI phase
with ∆t = −1.0 (b,e), and a strong-TI phase with ∆t = 1.0
(c,f). In (a-c) the wannierization is along the (111) direction,
denoted as ẑ′, with lattice periodicity c′ = a

√
3/3; in (d-f) we

wannierize along (001), with lattice periodicity c = a/2. The
bands are plotted along high-symmetry lines connecting the
four PTRIM in the 2DBZ.

to alternate between 0 and 4 irrespective of the wannier-
ization direction, and this is indeed what is observed in
the left panels of Fig. 5.

As for the middle panels of Fig. 5, we note that a weak
TI can always be thought of as a stack of QSH layers
in some direction determined by the weak indices.? In
this example the weak-TI phase corresponds to a stack
of QSH layers along (111), which should not come as
a surprise since we have weakened the hoppings along
[111]. Hence, when wannierizing along (111) we expect a
gapped spectrum with Nd alternating between 0 and 4,
as seen in Fig. 5(b). On the other hand, for other wan-
nierization directions we expect a connected spectrum
with Nd = 2 for all bands, as seen in Fig. 5(e).

Finally, the behavior of the right panels of Fig. 5 is as
predicted for a strong TI: the Wannier band structure is
necessarily connected, with Nd alternating between one
and three.

B. Inversion symmetry

1. General considerations

Next we consider the case that a simple inversion I is
a symmetry of the system, so that it is denoted as an
“axion insulator” if it is axion-odd. This is an exam-
ple of a z-reversing axion-odd symmetry, and the con-
clusions derived in Sec. III B 1 apply. To summarize, we
found that in the disconnected case, θ = π if and only if
there is a boundary-centered group and its Chern num-
ber CBC is odd. (The same applies to the origin-centered
group.) Unlike TR, the presence of inversion symme-
try does not require an axion-odd insulator to have a
connected Wannier band structure,? ? as discussed in
Sec. III C 2. Regardless of whether it does or not, we can
frequently deduce the Z2 index from a node-counting ar-

gument, e.g., by focusing on the set of Wannier bands
that touch z = −c/2 at Γ̄. If the number of bands in
this group is even, we place a cutting surface infinites-
imally above the average of the central two bands, and
conclude that the Z2 index is odd if and only if the num-
ber of Dirac nodes sliced in this way is odd. In case the
number of Wannier bands is odd, then we need infor-
mation about the Chern number of the central band in
addition. The same considerations apply to an analy-
sis centered around z = 0. We note in passing that the
work of Alexandradinata et al.? provides a complemen-
tary view of the Wannier (Wilson-loop) band structure
for 2D insulators.

The axion Z2 index can also be obtained from a very
different approach based on parity counting. In a path-
breaking work, Turner et al.? derived a set of rules for
deducing many topological properties of a centrosymmet-
ric crystalline material based on a counting of the odd-
parity eigenvalues of the occupied Bloch states at the
eight TRIM in the 3DBZ. They showed that the system
can be insulating only if the total number of odd-parity
states is an even integer, and moreover it is axion-even or
axion-odd depending whether this number is of the form
4n or 4n+ 2, where n is an integer.

In the Appendix, we carry this analysis over to the
Wannier band structure. Here, the original eight TRIM
of the 3DBZ project onto four PTRIM in the 2DBZ. At
each of these k, the Wannier bands can be classified as
being of even or odd parity at z = 0; even or odd par-
ity at z= c/2; or appearing in pairs at ±z. We develop
counting rules inherited from the 3D parity counting of
the Bloch states. Consistent with the analysis above, we
find that the axion Z2 index can often be determined di-
rectly from an inspection of the Wannier band structure,
even without evaluating the parities of the HW states.
In some cases, however, some parity eigenvalues do need
to be evaluated, allowing a determination of whether the
boundary-centered group has an odd Chern number as
discussed above. The details of this analysis are deferred
to the Appendix.

2. Pyrochlore model

For the case of inversion symmetry we borrow an il-
lustrative class of centrosymmetric tight-binding models
discussed in Ref. [? ]. These models consist of one pair
of spinor basis orbitals per site of the pyrochlore lattice,
as might be used to describe the Jeff = 1/2 manifold of
the pyrochlore iridates. The Hamiltonian reads

H = t
∑
〈ij〉

c†i cj + λ
∑
〈ij〉

i
√

2c†i ĝij · σ cj + ∆
∑
i

n̂i · σc†i ci ,

(50)
where the spin indices are suppressed. Just as for
the FKM model, the first two terms describe spin-
independent and spin-dependent first-neighbor hoppings,
with amplitudes t and λ respectively. In the latter, ĝij



17

TABLE II. Number of odd-parity Bloch states at the eight
TRIM for three representative cases: “Trivial” phase with
(t, λ,∆) = (1.0, 0.1, 3.0); “Axion I” phase with (t, λ,∆) =
(1.0, 0.1, 0.6); and “Axion II” phase with (t, λ,∆) =
(−1.0,−0.1, 0.6). The TRIM are labeled as in Ref. [? ].

Phase Γ X, Y, Z L (×3) L′ Total
Trivial 0 2 1 3 12
Axion I 0 2 0 4 10
Axion II 0 2 2 2 14

is a unit vector normal to both the hopping and the po-
tential gradient directions; see Ref. [? ] for details. The
third term is a Zeeman term responsible for breaking
TR symmetry, with the vectors n̂i (i = 1, 2, 3, 4) de-
scribing the directions of the magnetic moments on the
pyrochlore lattice sites. We choose the all-in-all-out mag-
netic configuration,? and consider the model at half fill-
ing.

Whether the system is axion-even or axion-odd can
easily be determined using the parity criteria for
inversion-symmetric insulators.? That is, the system is
even or odd if the total number of odd-parity Bloch states
at the TRIM is of the form 4n or 4n + 2 respectively,
where n is an integer. Table II shows how the odd-
parity states are distributed among the eight TRIM for
three representative choices of parameters (see the cap-
tion) corresponding to different regions of the phase di-
agram. Their total number is 12, 10, and 14, indicating
axion-even, axion-odd, and axion-odd topology, respec-
tively. We refer to them below as the trivial, Axion I,
and Axion II cases, respectively.

We present the corresponding Wannier bands in Fig. 6.
Along (111) the pyrochlore lattice consists of alternating
triangular and kagome layers containing one and three
atoms, respectively. This is reflected in the Wannier band
structure of the trivial phase in Fig. 6(a), since in that
phase electrons are localized on the atomic sites. Simi-
larly, along (001) we have a stack of tetragonal layers ro-
tated by 45◦ with respect to each other, and in Fig. 6(d)
we see that the OC and BC groups have two Dirac nodes
each, implying θ=0.

In the axion-insulator phase, the Wannier band struc-
ture can be connected or disconnected depending on the
choice of parameters, as illustrated in the middle and
right panels of Fig. 6. The two axion phases differ by
four odd-parity states (see Table II), consistent with both
being axion-odd. The fact that there is flow in the case
of Axion I state, but not for Axion II, is another illus-
tration of the kind of fragile protection that was dis-
cussed in Sec. III C 2. For example, it is evident that
the addition of a pair of trivial flat Wannier bands near
z=±0.25c would convert the hybrid Wannier band struc-
ture in Fig. 6(b) into a disconnected one after hybridiza-
tion with the crossing bands would occur.

In the connected Axion I case, the number of Dirac
nodes at the nominal cell boundary is an odd integer, as

FIG. 6. Wannier band structures for the pyrochlore model,
wannierized along (111) (denoted ẑ′) in (a-c), and along (001)
in (d-f). (a,d) Trivial insulator; (b,e) Axion I phase; (c,f)
Axion II phase (see caption of Table II).

per Eq. (41). Indeed, in Fig. 6(b) there are five nodes at
z = c/2 and three at z = 0, while in Fig. 6(e) there are
three nodes at both z = c/2 and z = 0.

For the disconnected band structures in the left and
right panels of Fig. 6, we showed in Eq. (39) that θ = 0
or π depending on whether the Chern index of the
boundary-centered group is even or odd. While it is
possible in principle to compute Berry curvatures and
Chern numbers from the bulk Wannier bands,? ? here
for convenience we carry out the analysis based on a
slab configuration chosen thick enough that the central
Wannier bands are bulk-like. In particular, we construct
slabs with a thickness of ten unit cells along ẑ′ ‖ (111).
Slab HW states maximally-localized along ẑ′ are ob-
tained as eigenstates of the projected position operator
Pkz

′Pk.? ? ? For a sufficiently thick slab, the ones lo-
cated far from the surfaces are indistinguishable from
the bulk HW states. We then organize the correspond-
ing eigenvalues – the Wannier bands of the slab – into
origin-centered and boundary-centered groups, i.e., cen-
tered at integer and half-integer z′/c′, respectively. Fi-
nally, we calculate explicitly the Chern index of each
group of Wannier bands using Eq. (39). In Fig. 7 we con-
firm that in the disconnected Axion II phase the Chern
index of the boundary-centered groups is an odd integer
(C = −1), while in the trivial phase it is even (C = 0).

For the Axion II phase, we could have reached the same
conclusion from either Fig. 6(c) or (f) by counting Dirac
nodes, since the origin centered and boundary centered
groups have two Wannier bands each. For the trivial
phase this strategy cannot be used for the case of 3+1
bands in Fig. 6(a), but it does does apply to the (001)
wannierization with 2+2 bands in Fig. 6(d), confirming
the trivial topology.
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FIG. 7. Chern index for connected groups of slab Wannier
bands of the pyrochlore model, plotted as a function of their
average positions z′. Red and blue markers correspond to
groups with integer and half-integer z′/c′ respectively. We
consider slabs with a thickness of 10 unit cells along (111) in
(a) the trivial phase of Fig. 6(a), and (b) the axion II phase of
Fig. 6(c); in the axion phase, the top layer was “exfoliated” to
remove unwanted nontopological surface states. In the trivial
phase, both the groups with integer z′/c′ – one band – and
those with half-integer z′/c′ – three bands – have zero Chern
index. In the axion II phase both groups comprise two bands
each, and far from the surfaces their Chern indices are −1
and +1 respectively.

C. Mirror symmetry

1. General considerations

In Sec. III A we considered two types of mirrors relative
to a given wannierization direction ẑ. When ẑ lies on the
mirror plane, the mirror is of type Md, and is a symmor-
phic z-preserving operation as discussed in Sec. III B 2.
When ẑ is perpendicular to the mirror plane, we have an
Mz mirror reflection, a z-reversing axion-odd symmetry
of the kind presented in Sec. III B 1.

The case of Md is similar to that of TR, while the
case of Mz is similar to that of inversion, but with an
important difference. In the case of inversion, the Bloch
states only have well-defined parities at the eight TRIM,
which are the reciprocal-space points that are carried
onto themselves by inversion. By the same token, the
parity analysis of the HW states discussed above is only
applicable at the four PTRIM. As a result, Dirac touch-
ings between Wannier bands may occur at z=0 or z=c/2
at the four PTRIM, but are generically absent elsewhere
unless enforced by additional symmetries.

The Mz operation, on the other hand, acts as the iden-
tity on kx and ky, so that all k in the 2DBZ follow “mir-
ror parity” rules similar to those discussed above for the
PTRIM under inversion. That is, at any k, the Wannier
bands can be decomposed into those centered at z = 0
with even or odd parity labels; those centered at z=c/2
with even or odd parity labels about their center; and
mirror-symmetric pairs of Wannier bands at ±z. A con-
sequence is that Wannier bands can be pinned exactly at
z=0 or z=c/2 over the entire 2DBZ.

Moreover, in the presence of mirror symmetry, a new
kind of topological invariant known as the “mirror Chern

number” comes into play.? ? ? The mirror Chern num-
ber on the kz = 0 symmetry plane is normally defined
in reciprocal space in terms of the difference of Chern
indices of the even- and odd-parity mirror subspaces on
this plane, whose points are left invariant under Mz. Ex-
cept for certain centered lattices,? a second mirror Chern
number can be defined in the same way on the kz =π/c
plane as well.

In a separate collaboration involving some of us, we
have investigated the Wannier bands in the presence of
Mz symmetry in some detail, clarifying the generic be-
haviors that are expected, and discussing the rules for
deducing not only the axion Z2 index, but also the mirror
Chern number, from the Wannier band structure. The
work will be published elsewhere.?

2. Alternating Haldane model

To illustrate the case of mirror symmetry we use a spin-
less tight-binding model introduced in Ref. [? ], which
we refer to as the “alternating Haldane model.” This
model consists of layers of the Haldane model? stacked
along the (001) direction, with two layers per cell. The
Hamiltonian can be expressed as

H =
∑
p

[
Hp + t3,p

∑
i

τi
(
c†p,icp+1,i + h.c.

)]
(51)

where the first term describes isolated layers, the sec-
ond term couples adjacent layers, and “h.c.” stands for
“Hermitian conjugate.” The Hamiltonian is constructed
in such a way that in the decoupled limit adjacent layers
have opposite Chern numbers. Specifically,

Hp = (−1)p∆
∑
i

τic
†
p,icp,i + t1

∑
〈ij〉

c†p,icp,j

+(−1)pt2
∑
〈〈ij〉〉

iνijc
†
p,icp,j

(52)

where indices i and j label the honeycomb sites and
τi = +1(−1) for i ∈ A(B), where A and B are the
two honeycomb sublattices. The first and second terms
contain the on-site energies and nearest-neighbor hop-
pings respectively, and the third describes a pattern of
staggered magnetic fluxes generated by complex second-
neighbor hoppings. Therein, νij = +1 (−1) if the hop-
ping direction from j to i is right-handed (left-handed)
around the center of a plaquette.? The (−1)p factor in
the third term is responsible for reversing the Chern num-
ber between adjacent layers. The first term also con-
tains a (−1)p factor that reverses the on-site energies;
as a result, adjacent layers are not simply time-reversed
as in the case of “antiferromagnetic TIs” with {E′|c/2}
symmetry.?

The above model was used in Ref. [? ] to pump a
quantum of axion coupling during a slow cyclic evolution
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FIG. 8. Wannier band structures for the two mirror-
symmetric phases of the alternating Haldane model
parametrized by the angle φ in Eq. (53). (a,c) is the trivial-
insulator phase with φ = 0, and (b,d) is the axion-insulator
phase with φ = π. The wannierization direction is (001) –
normal to the mirror plane – in (a,b), and (010) (denoted
ẑ′) – lying in the mirror plane – in (c,d). In (a,b), we indi-
cate the Chern numbers of the Wannier bands to emphasize
that while the Wannier band structures look identical, they
actually describe different phases.

of the Hamiltonian along the path

t1 = 4.0 ,

t2 = −1.0 ,

t3,p = −(1 + (−1)p−10.4 sinφ) ,

∆ = −(3
√

3 + 2 cosφ) ,

(53)

parameterized by the angle φ. Here we are interested
in the configurations φ = 0, π where t3,p becomes inde-
pendent of p, and as a result the model acquires mirror
symmetry about the planes of the layers. At φ= 0 the
half-filled system is axion-even, and at φ=π it is axion-
odd.?

We first wannierize the axion-even and odd systems
along the direction (001) normal to the mirror plane, as
done in Appendix A of Ref. [? ]. Within this setting the
mirror operation becomes Mz, and the resulting Wannier
bands are shown in the top panels of Fig. 8. The earlier
discussion indicates that a consequence of Mz symmetry
is that entire bands can be pinned exactly at z = 0 or
z = c/2 over the full 2DBZ. As is clear from the figure,
this is the case here. In fact, with just two occupied
bands, our model is so simple that this is all we have,
with one Wannier band pinned at z = 0 and the other
at z = c/2. Just as for the inversion-symmetric case,
the axion angle θ is 0 or π depending on whether the
Chern index of the boundary-centered group is even or
odd. This is confirmed by inspection of Fig. 9, where we
show the Chern numbers of the Wannier bands in a slab
geometry.

Finally, we consider the case of wannierization along an

FIG. 9. Chern index of each isolated slab Wannier band of
the alternating Haldane model, plotted as a function of its
average position z. We consider slabs with a thickness of 10
unit cells along (001) in (a) the trivial phase of Fig. 8(a),
and (b) the axion phase of Fig. 8(b). In the trivial phase
each Wannier band carries a zero Chern index, while in the
axion-odd phase the Chern index alternates between −1 and
+1.

axis lying in the mirror plane, specifically, along (010),
which we denote as z′. Now the mirror operation is of
type Md, and the calculated bulk Wannier bands are dis-
played in the bottom panels of Fig. 8. Figure 8(c) shows
a disconnected band structure, and consulting Sec. III B 2
we conclude that the system is axion-trivial. Conversely,
in the axion-odd phase the Wannier bands are now re-
quired to flow, each with an odd number Nd of down-
touchings. This is indeed what happens in Fig. 8(d),
where Nd = 1 for all bands.

D. Glide mirror symmetry

1. General considerations

A Z2 classification of 3D insulators with glide mir-
ror symmetry was introduced in Refs. [? ] and [? ],
and was later argued to be equivalent to the axion Z2

classification.? Interestingly, glide mirror symmetry real-
izes all three types of axion-odd space-group symmetries,
depending on the choice of wannierization direction. If ẑ
is chosen as the normal direction to the reflection plane,
the glide operation becomes {Mz|τ⊥}; recalling that our
classification discards in-plane fractional translations τ⊥,
here the quantizing symmetry is simply Mz, a z-reversing
operation, as in Sec. III B 1. Instead, we can choose ẑ to
lie in the reflection plane and be perpendicular to the
half-lattice translation. In this frame the glide operation
is {Md|τ⊥}; again discarding τ⊥, the axion-odd operation
becomes Md, a symmorphic z-preserving operation, per
Sec. III B 2. Finally, if ẑ is chosen along the half-lattice
translation, then the glide operation becomes {Md|c/2},
a nonsymmorphic z-preserving operation, corresponding
to Sec. III B 3.

In the numerical tests below we shall consider the latter
nonsymmorphic scenario, which we have not encountered
in our previous examples, as well as the z-reversing case.
We will omit the symmorphic z-preserving configuration,
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since we have already encountered this kind of Md sym-
metry in our study of the alternating Haldane model.

2. Model

As an example, we take the four-band tight-binding
model at half filling described in Ref. [? ] (an equiva-
lent model was also used in Ref. [? ]). The simple or-
thorhombic a×b×c unit cell contains two pairs of orbitals
with reduced coordinates (0, 0, 0) and (0.5, 0, 0), and the
Hamiltonian is expressed in k space as

Hk = sin

(
kxa+ φ

2

)
ρxτx + sin(kyb)ρ0τy + sin(kzc)ρzτx

+(m− cos kxa− cos kyb− cos kzc)ρ0τz .

(54)

The Pauli matrices τ can be considered to represent ei-
ther spin or orbital degrees of freedom, and the matrices
ρ are associated with sublattice degrees of freedom.

The above model is invariant under the glide operation
{Mz|a/2} consisting of a reflection about the z=0 plane
followed by a half-lattice translation along x̂. Because
it is so simple, the model has two additional axion-odd
symmetries, {My|a/2} and Mx, whose presence obscures
the role of {Mz|a/2} in quantizing θ. For example, the
mirror Mx forces the (100)-oriented Wannier bands to
be completely flat. To break these extra symmetries, we
displace the orbitals to (0, 0, 0.1) and (0.5, 0,−0.1), and
include an additional term

Vk = 0.4 cos
kxa

2
ρxτz (55)

in the Hamiltonian, chosen weak enough so as not to
cause any band inversion. At half filling, the two lowest
bands are filled. The model has two adjustable param-
eters; we set φ = 0.4, and vary m to access different
phases.

Figure 10 shows the Wannier band structures calcu-
lated with m = 3.5 (trivial phase), and with m = 2.0
(axion phase), for two different wannierization directions.
In the upper panels the wannierization is along the half-
lattice translation (along x̂), and in the lower panels it is
normal to the reflection plane (along ẑ). (For this model,
instead of reorienting the axes so that the wannierization
direction is always along z as in the previous examples,
we have chosen to keep the axes fixed.)

In the upper panels of Fig. 10, the glide operation is
{Md|a/2} in the notation of Table I. This is a nonsym-
morphic operation that preserves the wannierization di-
rection, of the type discussed in Sec. III B 3. In axion-
odd phases protected by such symmetries, the Wannier
spectrum is not required to flow. (This is in contrast
to axion-odd phases protected by a simple mirror Md,
which must exhibit flow as illustrated in Fig. 8(d) for
the alternating Haldane model.) Indeed, the spectrum
of the present model is gapped not only in the trivial

FIG. 10. Wannier band structures for the model with glide
mirror symmetry. The trivial and axion phases were ob-
tained by setting (m,φ) = (3.5, 0.4) and (m,φ) = (2.0, 0.4)
respectively, in Eq. (54). In (a,b) the wannierization direc-
tion is x̂ ‖ (100), lying in the glide plane and along the half-
translation; in (c,d) it is ẑ ‖ (001), normal to the glide plane.
The Chern numbers of isolated bands are indicated in panels
(a-c).

phase of Fig. 10(a), but also in the axion-odd phase of
Fig. 10(b). We can therefore use Eq. (44) to determine
the axion index, taking for CLG the Chern number of
either band. The Chern numbers of the two bands are
(0, 0) in Fig. 10(a) and (−1,+1) in Fig. 10(b), leading to
θ = 0 and θ = π respectively.

Consider now the lower panels of Fig. 10, where the
glide operation returns to {Mz|a/2} in the notation of
Table I. This is a z-reversing operation, like spatial in-
version or a simple mirror Mz, so we refer to Sec. III B 1.
Now the Wannier spectrum is gapped in the trivial
phase of Fig. 10(c), but connected in the axion phase
of Fig. 10(d). (This is different from the alternating Hal-
dane model with Mz symmetry, which exhibited gapped
Wannier spectra in both phases.) In the trivial phase of
Fig. 10(c), the two isolated bands have vanishing Chern
numbers, so that Eq. (39) gives θ = 0. For the axion
phase of Fig. 10(d), which exhibits “fragile” flow, we re-
sort to Eq. (41), and since there are single Dirac cones
at integer and half-integer values of zn/c, we conclude
that θ = π. At variance with our previous examples of
connected band structures, here the Dirac nodes are lo-
cated at generic low-symmetry points in the 2DBZ, not
at high-symmetry points or lines.

V. DISCUSSION AND OPEN QUESTIONS

In this work we have surveyed the symmetry opera-
tions that can protect the axion Z2 index in 3D insula-
tors, inducing a topological classification into those that
are trivial (axion-even, θ = 0) and those that are topolog-
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ical (axion-odd, θ = π). When considered in the context
of the hybrid Wannier construction performed along a
given crystallographic direction, the relevant axion-odd
symmetries are classified into those that involve reversal
along the wannierization direction and those that pre-
serve it, with the latter case subdivided into those that
do not involve an additional fractional translation along
this direction and those that do.

We then systematically explored the consequences of
such symmetries for the Wannier bands, and conversely,
the means by which the axion Z2 index can often be
deduced from characteristics of the Wannier band struc-
ture. In particular, we described the conditions under
which a counting of Dirac touchings between Wannier
bands, and/or the calculation of the Chern number of
some central Wannier bands, allows for a direct deter-
mination of the axion index. We then confirmed our
conclusions and illustrated their consequences for sev-
eral paradigmatic cases, namely time reversal, inversion,
mirror, and glide-mirror symmetries.

For some of the cases considered here (including time
reversal, time reversal composed with either a half-lattice
translation? or a two-fold rotation,? inversion,? ? and
glide-mirror symmetry? ? ? ), the Z2 classification has
been previously discussed. However, this was often done
on a case-by-case basis by defining the Z2 index in a way
that was tailored to each specific symmetry, and was not
easily generalizable to other axion-odd symmetries. Our
work systematizes these considerations, placing them in
the context of a complete classification of axion-odd sym-
metries and their influences on Wannier band structures.

Our analysis shows that the Wannier bands are some-
times topologically required to display “flow,” i.e., to
have touchings between all neighboring bands. Even
when not required, such touchings are often present, usu-
ally resulting from Kramers or symmetry-induced degen-
eracies at high-symmetry points in the projected 2DBZ.
In order to carry forward our analysis, we typically as-
sumed that the only type of touchings between Wannier
bands were point Dirac nodes, i.e., displaying a linear
splitting with k away from the nodal point. One interest-
ing avenue for future investigation is to consider whether
there are some symmetries, or combinations of symme-
tries, that can give rise to higher-order point nodes or
nodal lines or loops. In such cases, our prescriptions for
deducing the axion Z2 index from the nodal structure of
the Wannier bands would need to be reconsidered. (An
extreme example is the case of a simple Mz mirror, en-
countered in Sec. IV C, which can sometimes produce two
or more entirely flat degenerate Wannier bands.)

In Sec. III C we also discussed the conditions under
which the symmetry imposes flow on the surface bands
of an axion-odd insulator, thus forcing the surface to be
metallic. This only happens when the symmetry protect-
ing the bulk axion-odd state is a good symmetry at the
surface, and for some symmetries this is never the case.
For example, I and S4 symmetries leave no surface facet
invariant, and in these cases all surfaces can generically

be gapped. However, such systems are typically “second-
order topological insulators,”? ? ? ? ? ? ? ? ? meaning
that while the facets themselves are insulating, the edges
where facets meet, or “hinges,” are required to be metal-
lic. This can be understood by recalling that the axion-
odd state with θ = π requires all insulating surfaces to
display a half-quantized surface AHC of ±e2/2h,? and
whenever faces with opposite signs of AHC meet, a gap-
crossing chiral edge channel must be present in the hinge
band structure, forcing it to be metallic. A more system-
atic exploration of the relationship of the present work to
the theory of higher-order topological insulators deserves
further attention.

Magnetic axion insulators offer great promise in spin-
tronic applications,? ranging from the high-temperature
quantum anomalous Hall effect to chiral Majorana
fermions.? Unfortunately, and in spite of recent progress,
they still elude experimental observation. Our system-
atic approach provides a detailed description of how each
axion-odd symmetry manifests itself in the hybrid Wan-
nier representation. We have clarified many of the sub-
tle behaviors associated with these symmetries, and are
hopeful that this will facilitate the discovery of material
realizations of novel topological states exhibiting a quan-
tized CS axion coupling and half-integer surface quantum
anomalous Hall conductivity.
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Appendix: Inversion symmetry and parity counting

In an important paper, Turner, Zhang, Mong, and
Vishwanath? derived a set of rules for extracting infor-
mation about the topological state of a 3D centrosym-
metric crystal from a counting of the odd-parity occupied
eigenstates at the TRIM. Specifically, they showed that
the total number of odd-parity states summed over the
occupied bands at the eight TRIM must be even in an
insulator, and that the axion Z2 index of the system is
even or odd if the total number of such odd-parity states
is of the form 4n or 4n + 2, respectively, where n is an
integer. We also call attention to Refs. [? ] and [? ] for
alternative viewpoints on the topology of centrosymmet-
ric insulators.

Here we develop a connection between the numbers
of odd-parity Bloch states at the eight TRIM and the
corresponding numbers of odd-parity HW states at the
four PTRIM, and use this to develop criteria for deciding
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the axion Z2 index based on an inspection of the Wannier
band structure. The results are consistent with those of
Sec. IV B, thus providing an alternative derivation of the
results presented there.

As a preliminary exercise, we begin by providing a
pedagogical development of some important rules that
underlie the theory of Ref. [? ], beginning with a 1D cen-
trosymmetric insulator and working our way to two and
three dimensions.

1. Parity counting for 1D insulators

Consider a 1D centrosymmetric insulator of lattice con-
stant c, with its two inversion centers located at the origin
z= 0, denoted as location A, and at z= c/2, denoted as
B. In reciprocal space, there are J occupied bands at
each of the two TRIM at Γ (k=0) and X (k=π; reduced
wavevectors are used here). Let No

µ be the number of
odd-parity Bloch eigenstates at µ = Γ or µ = X, with
No =

∑
µN

o
µ summed over Γ and X, where the pari-

ties of the Bloch states are defined relative to the chosen
origin at A.

Now consider the maximally localized Wannier cen-
ters for this 1D crystal and the corresponding Wannier
functions. In view of the inversion symmetry, the gen-
eral description is that we find Mo

A and M e
A Wannier

states centered at A with odd and even parity, respec-
tively, about A; Mo

B and M e
B states centered at B with

odd and even parity, respectively, about B; and MP pairs
of Wannier states centered at ±z, distinct from both A
and B. The total number of occupied states is thus

J = Mo
A +M e

A +Mo
B +M e

B + 2MP . (A.1)

We can also write down the total number No of odd-
parity Bloch states summed over the two TRIM as

No = 2Mo
A +Mo

B +M e
B + 2MP . (A.2)

This follows because an odd-parity Wannier state at A
contributes odd-parity Bloch states at both Γ and X;
an even-parity one at A contributes none at Γ or X; an
odd-parity one at B contributes an odd-parity state only
at Γ; an even-parity one at B contributes an odd-parity
state only at X; and the pair contributes one odd-parity
state at each of Γ and X. From Eqs. (A.1-A.2) it follows
trivially that

No = J +Mo
A −M e

A . (A.3)

These considerations provide an elementary derivation
of a 1D polarization-parity relation. A 1D centrosymmet-
ric insulator has a polarization Z2 index, which we shall

refer to as Zpol
2 , defined as 0 or 1 if the total Berry phase

of the occupied Bloch bands is 0 or π, or the electronic
contribution to the polarization is 0 or e/2, respectively.
Each Wannier center at location B contributes one unit
to Zpol

2 , while those at A do not contribute, and neither

do the pairs. Thus, Zpol
2 = Mo

B + M e
B mod 2. But this

is equal to Eq. (A.2) mod 2, so it follows that

Zpol
2 = No mod 2 . (A.4)

That is, the Bloch parity sum determines whether the
1D electronic polarization is trivial (Wannier charge is
centered at A) or not (centered at B). Put another way,
the polarization Z2 index and the parity Z2 index are the
same in 1D.

2. Parity counting for 2D insulators

The authors of Ref. [? ] also derived a Chern-parity
relation for a 2D insulator. Let No

2D be the number of
odd-parity occupied Bloch eigenstates obtained by sum-
ming over the four TRIM of the 2DBZ. They showed
that

No
2D = C mod 2 (A.5)

where C is the total Chern number of the 2D insulator
(again summed over all occupied bands). This follows
from the considerations of the previous subsection. Let
the system extend in the y-z plane, and we wannierize
along z as a function of ky. The polarization Pz(ky) is
well defined and varies smoothly for intermediate ky, only
taking quantized values {0, e/2} at 0 and π. As is well
known, the Chern number C describes the pumping of
polarization Pz as ky is taken adiabatically from 0 to 2π.
A change of Pz by −e, or equivalently a change of the
Berry phase by 2π, corresponds to a unit Chern number.
In view of the inversion symmetry, half of the pumping
of Pz occurs as ky traverses from 0 to π, and the other

half between π and 2π. Thus, the value of Zpol
2 changes

from ky =0 to ky =π if and only if the Chern number is
odd.

On the other hand, the earlier 1D analysis shows that

the value of Zpol
2 at ky = 0 (ky = π) corresponds to the

number of odd-parity occupied eigenstates summed over
the two TRIM projecting onto ky = 0 (ky = π). Thus,

it follows that the value of Zpol
2 changes from ky = 0 to

ky=π, and hence the Chern number is odd, if and only if
No

2D, the sum of odd Bloch parities over all four TRIM,
is odd. This proves Eq. (A.5).

Our considerations will be limited to the case of insu-
lators with C = 0, in which case Eq. (A.5) implies that
No

2D must be even. This fact will be useful later.

3. Parity counting for 3D insulators

We now apply the rules derived above to the consider-
ation of a 3D centrosymmetric insulating crystal. Let Cz
be the Chern index on the plane kz = 0 or kz =π; these
are equal since for an insulator Cz must be the same at at
all kz. Now No

3D, the total number of odd-parity Bloch
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states at the eight TRIM, is just the sum of those at
kz=0 and kz=π, and using Eq. (A.5), we have that

No
3D = 2Cz = 0 mod 2 . (A.6)

This provides a rederivation of one of the important re-
sults given in Ref. [? ]. As those authors pointed out,
this implies that any system with No

3D odd cannot be
insulating; it must have nodes of degeneracy between
the nominal valence and conduction bands, as in a Weyl
semimetal. (In this work we assume vanishing Chern
numbers, but the above result is general.)

The authors of Ref. [? ] derived another result that is
central here, namely that the axion Z2 index, which we

now denote as Zaxi
2 in analogy with Zpol

2 in 1D, is given
by

Zaxi
2 = No

3D/2 mod 2 . (A.7)

In other words, if No
3D is of the form 4n for integer n,

the system is axion-even, while if No
3D = 4n + 2, it is

axion-odd. This is a rather deep result which we shall
not attempt to rederive here. Our goal now is to use this
result to determine the axion Z2 index from an inspection
of the Wannier band structure.

We choose to wannierize along z and retain the (kx, ky)
Bloch labels. Let µ label the four PTRIM in the 2DBZ in
(kx, ky) space; each of these corresponds to a pair of the
3D TRIM separated by π along kz. For a given PTRIM
µ, the string of k points extending from kz = 0 to 2π
describes a 1D centrosymmetric insulator. We can then
apply the analysis of Sec. 1, rewriting Eq. (A.3) as

No
µ = J +Mo

µA −M e
µA , (A.8)

where No
µ is the total number of odd-parity Bloch states

at the two associated TRIM. This motivates us to define

mA =

4∑
µ=1

(Mo
µA −M e

µA) (A.9)

as the excess number of odd over even-parity HW states
pinned at location A, summed over the four PTRIM.
Then, noting that J is an integer, Eq. (A.8) implies that

No
3D =

4∑
µ=1

No
µ = mA mod 4 . (A.10)

Because of Eq. (A.6), we know that a 3D insulator must
have an even value of No

3D, so mA/2 is an integer. Com-
bining Eq. (A.10) with Eq. (A.7), we arrive at the first
major result of this Appendix, namely that the axion Z2

index is simply given by

Zaxi
2 = mA/2 mod 2 . (A.11)

That is, the system is axion-odd if and only if mA/2 is
an odd integer.

Again we point out that the choice of origin at A was
arbitrary; placing the origin at B leads to the conclusion

that the axion Z2 index is also determined by mB =∑4
µ=1(Mo

µB −M e
µB), which must equal mA mod 4.

At one level, Eq. (A.11) provides an answer to the
question of how to extract the axion Z2 index within the
HW representation. One simply looks for Wannier bands
pinned at z=0 (or z=c/2) at the PTRIM, computes the
parities of the corresponding HW states, and sums the
parities over the four PTRIM. Half this number gives
Zaxi

2 . Unfortunately, this approach does require an ex-
traction of the parities of these HW states, so the needed
information does not appear to be contained in the Wan-
nier band structure itself. However, we show next that
this is not always true; a simple count of the number of
such pinned states, without a knowledge of their parities,
is sometime sufficient.

4. Node counting for 3D insulators

Again we restrict ourselves to 3D centrosymmetric in-
sulators with all zero Chern indices. It is useful to repeat
the definition of Eq. (A.9) for each PTRIM individually,
and also to define the corresponding count pµA of the
total number of Wannier bands pinned at A, via

mµA = Mo
µA −M e

µA , (A.12)

pµA = Mo
µA +M e

µA . (A.13)

With this notation, Eq. (A.8) becomes

No
µ = J +mµA . (A.14)

Now consider two neighboring PTRIM µ and µ′; these
define a 2D centrosymmetric system corresponding to the
k-space plane in 3D passing through the four TRIM pro-
jecting onto these two PTRIM. Following the discussion
at the end of Sec. 2 of this Appendix, the zero-Chern as-
sumption requires that the total number of odd-parity
Bloch states on these four TRIM, i.e., No

µ + No
µ′ , must

be even. Summing Eq. (A.14) over µ and µ′ and noting
that J is an integer, it follows that mµA +mµ′A is even.
But Eqs. (A.12) and (A.13) differ by an even integer, so
pµA + pµ′A is also even. That is, pµA and pµ′A are ei-
ther both even or both be odd. Continuing to apply this
principle to other pairs of PTRIM, we come to an impor-
tant constraint, namely that the number pµA of Wannier
bands pinned at A is either even at all four PTRIM, or
odd at all four PTRIM. We consider these two cases in
turn.

We first assume that pµA is even at all four PTRIM.
In order to make further progress, we assume henceforth
that at any given PTRIM, the HW states pinned at A are
all of the same parity. We call this the “uniform parity”
assumption. This is a rather natural assumption, since
states of even and odd parity about A will generically
have a nonzero z matrix element between them. The
maximal localization procedure corresponds to diagonal-
izing the z operator in the occupied band space,? ? and
this will generically result in hybridization and splitting
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to form a pair of HW states at ±z, so that these states
will no longer be pinned at A. If this process repeats
until the only states left at A are all of the same parity,
then our uniform parity assumption holds.? This proce-
dure may break down if symmetries other than inversion
are present (e.g., the even and odd parity states at one
of the TRIM fail to split because they belong to differ-
ent irreps under rotation about the z axis), or in case
the system has been fine-tuned to force the splitting to
vanish. Therefore, we treat it simply as an assumption
in the following.

Now with this assumption, |mµA| = pµA and both
are even, so mµA = pµA mod 4, and defining pA =∑4
µ=1 pµA, Eq. (A.11) can be replaced by

Zaxi
2 = pA/2 mod 2 . (A.15)

Thus, the axion Z2 index is obtained just by counting the
number of HW states at the PTRIM that are pinned at
A! Again, the choice of origin at A was arbitrary, so the
same applies to the counting of HW states pinned at B.
Assuming these PTRIM degeneracies are point nodes of
contact between Wannier bands, pA/2 is just the number
of Dirac crossings at the PTRIM at A, and the system is
axion-odd if and only if this number of Dirac crossings is

odd. The same applies to the Dirac nodes at B. This is
in perfect agreement with the conclusions of Sec. III B 1
as expressed in Eq. (41) and the discussion following it.

In case the number pµA of Wannier bands pinned at A
is odd at each of the PTRIM, and again assuming uni-
form parity of the HW states at each of these four points
individually, we can use a similar analysis to evaluate the
contribution from all except the central Wannier band;
the contribution of these is again given by Eq. (A.15). To
obtain the contribution of the central Wannier band, we
need to know the sum of the parities over the four PTRIM
for this band. If we have access to the parities, we can do
this directly. Alternatively, a computation of the Chern
number of this band will also suffice, since Eq. (A.5) tells
us that the Chern index is odd if and only if the parity
sum is odd. In this way we again arrive at Eq. (42), which
involves the computation one Chern number in addition
to a counting of the Dirac cones passing through z=0.

Once again we note that the same analysis can equally
well be applied at location B, and the choice of inversion
center to use for the analysis can be made on the basis of
convenience. In any case, we have succeeded in arriving
at the same conclusions as were presented in the main
text at the end of Sec. III B 1, but from a very different
point of view.


