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Conventional approaches for lattice dynamics based on static interatomic forces do not fully
account for the effects of time-reversal-symmetry breaking in magnetic systems. Recent approaches
to rectify this involve incorporating the first-order change in forces with atomic velocities under the
assumption of adiabatic separation of electronic and nuclear degrees of freedom. In this work, we
develop a first-principles method to calculate this velocity-force coupling in extended solids, and
show via the example of ferromagnetic CrI3 that, due to the slow dynamics of the spins in the
system, the assumption of adiabatic separation can result in large errors for splittings of zone-center
chiral modes. We demonstrate that an accurate description of the lattice dynamics requires treating
magnons and phonons on the same footing.

The atomic vibrations that are present in molecules
and solids at zero and finite temperature play a crucial
role in their thermodynamic and transport properties.
First-principles calculations based on density-functional
theory (DFT) have been established as a powerful tool
for understanding and predicting lattice-dynamical prop-
erties, including phonon dispersion [1, 2] and electron-
phonon coupling [3, 4]. The key quantity underlying the
calculation of lattice dynamics is the interatomic force
constant (IFC) matrix, which is constructed by find-
ing derivatives of the nuclear forces with respect to nu-
clear positions, either directly via finite displacements or
though density functional perturbation theory [1, 2].

In presence of magnetic ordering, the change in the
electronic ground state compared to the nonmagnetic
case propagates to the IFCs [5–9]. However, since it is
defined and calculated as a static response function, the
IFC matrix is invariant under time reversal by construc-
tion. Thus, a description of the nuclear dynamics based
solely on the IFCs will not correctly reflect the vibra-
tion mode degeneracies in a magnetic system; instead,
the phonon frequency spectrum will be determined by
the nonmagnetic symmetry group.

There has been significant recent work on the explicit
inclusion of time-reversal symmetry (TRS) breaking in
the nuclear equations of motion via the velocity depen-
dence of the interatomic forces, applied to models [10–13]
and magnetic molecules [14]. This “velocity-force” cou-
pling can be obtained from the nuclear Berry curvature,
which describes the evolution of the phase of the elec-
tronic wavefunction with changes in nuclear coordinates
[10, 11, 14]. A key result of including this coupling is
that degenerate vibrational modes may split into non-
degenerate chiral modes [15] with a well-defined finite
angular momentum [14, 16], even at the Brillouin-zone
center. Thus, the correct treatment of magnetic symme-
try is crucial for elucidating the role of atomic vibrations

in thermal Hall [11, 17–20] and other effects involving
TRS-broken lattice dynamics [21–28].

A key assumption underlying the velocity-force ap-
proach in previous works [10–14] is that the time scale
for electronic dynamics is fast compared to nuclear dy-
namics. However, this may completely break down in
some systems, e.g., when the nuclear Berry curvature re-
sults from nuclei coupling to spins, whose dynamics are
not necessarily faster than the atomic vibrations. The
breakdown of the adiabatic picture could have a profound
effect on the predicted splitting of chiral phonon modes.

In this work, we illustrate such a situation using the
bulk-layered magnetic insulator CrI3 as an example sys-
tem. We first develop a DFT methodology amenable
to both molecules and solids for computing phonons
in the presence of velocity-force coupling. We apply
this method to calculate the zone-center phonons in
CrI3, demonstrating the splitting of otherwise degen-
erate phonons into chiral modes. Next, we show that
the velocity-force response is dominated by the canting
of the spins on the Cr sites caused by atomic displace-
ments. The dynamics of such spin canting are charac-
terized by the zone-center magnon frequencies. The fact
that magnon frequencies in CrI3 are on the same order
or smaller than the optical phonon frequencies [29–36]
means that we must treat spins and atomic displacements
on the same footing. We develop a minimal model of
this kind, and show that the adiabatic velocity-force ap-
proach can greatly overestimate the frequency splitting
of the chiral modes.

We begin by reviewing the formalism of the velocity-
force coupling from previous works [10–14], which we will
refer to as the “Mead-Truhlar” (MT) approach. In or-
der to simplify the discussion, we assume a finite system,
generalizing to an infinite crystal below. The starting
point of the derivation is the Born-Oppenheimer approx-
imation, where the system wavefunction is factored into
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nuclear and electronic parts such that the ground-state
electronic wavefunction |ψ(R)〉 depends parametrically
on the nuclear coordinates R [37]. Once the electronic de-
grees of freedom are integrated out, the effective Hamil-
tonian for the nuclear wavefunction becomes [13]

Heff =
∑

iα

(piα − ~Aiα(R))2

2mi
+ Veff(R), (1)

where Roman indices (here i) run over nuclei, Greek
indices (here α) run over Cartesian directions, piα is
the momentum operator for nucleus i along direction
α, and mi is the mass of nucleus i. Using the no-
tation ∂iα = ∂/∂Riα, Aiα(R) = i 〈ψ(R) | ∂iαψ(R)〉
is a nuclear Berry potential, and Veff(R) = ε(R) +∑
iα

~2

2mi

(
〈∂iαψ(R) | ∂iαψ(R)〉−Aiα(R)2

)
is an effective

scalar potential, where ε(R) is the ground-state energy
for a given fixed nuclear configuration. As first pointed
out by Mead and Truhlar [13], the nuclear Berry poten-
tial Aiα cannot always be made to vanish by changing
the gauge of |ψ(R)〉 via the choice of an R-dependent
phase factor.

The resulting vibrational modes are then found by
solving the equations of motion which, to harmonic order
in nuclear displacements, are given by [10–13]

ω2
nM ηn = (C + iωnG)ηn. (2)

Here M is a diagonal nuclear mass matrix Miα,jβ =
miδi,jδα,β , ωn is the frequency of mode n, and ηn(τα)
is the component of the eigendisplacement of nucleus τ
along direction α normalized so that η†nMηm = δnm. G is
the “velocity-force matrix,” whose elements Giα,jβ relate
the force on nucleus i along direction α to the velocity of
nucleus j along direction β, and is expressed as

Giα,jβ = −2~Im 〈∂iαψ(R) | ∂jβψ(R)〉 , (3)

which is just ~ times the nuclear Berry curvature. The
matrix C is the IFC matrix, which we define to be
Ciα,jβ = ∂iα∂jβε(R). Note that following Eq. (1) one
could alternatively define C in terms of the Hessian of
Veff, which includes additional terms compared to the
conventional IFC. However, the additional terms are
higher order in the inverse nuclear mass and do not in-
volve breaking of time-reversal symmetry, so that we ne-
glect them in this work.

This formalism can be extended to the calculation
of phonons in infinite crystals within DFT. We restrict
ourselves to phonons at Γ, the Brillouin zone center,
and work from a discrete set of DFT calculations on
primitive-cell structures in which each sublattice dis-
placement in turn is considered. The C matrix is con-
structed in the usual way from finite differences of the
forces, while G is built from Berry phases computed over
triangular configuration paths involving a given pair of
sublattice-displaced structures and the undistorted struc-
ture. Berry phases are computed on a per-unit-cell basis
for the Bloch manifold at each wave vector k and then
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FIG. 1. For selected zone-center phonon modes of bulk ferro-
magnetic CrI3: (a) norm of the row of the velocity-force ma-
trix Ḡ relevant to each phonon mode (b) phonon frequencies
(labeled by irreducible representation) determined from just
the interatomic force-constant matrix on the left of the panel
(“IFC only”), and including the Mead-Truhlar correction on
the right side (“IFC + MT”), illustrating the frequency split-
ting of degenerate modes; and (c) angular momentum values
of each mode after the velocity force matrix contributions
have been included. In (b) the thickness of the connection
between modes corresponds to the magnitude of the overlap
between their respective eigenvectors (connecting curves are
arbitrary).

averaged over the Brillouin zone to get the desired G
matrix elements. The details are given in Sec. S1 of the
supplemental material (SM) [38].

We perform calculations on CrI3 in the ferromagnetic
ground state using the vasp code [39–41], the local den-
sity approximation exchange-correlation functional [42],
and projector-augmented wave potentials [43]. Semicore
(3s, 3p) and (5s, 5p) states are included in the valence for
Cr and I respectively. A 5× 5× 5 Monkhorst-Pack grid
[44] is used to sample the Brillouin zone, and the energy
cutoff for the plane-wave basis set is 520 eV. Spin-orbit
coupling, which is essential to the physics described here,
is included in all calculations.

As mentioned above, the conventional calculation of
phonons neglects G in Eq. (2), resulting in an equa-
tion of motion with TRS (ω̃2

nM η̃n = Cη̃n). The re-
sulting zone-center phonon modes with frequencies ω̃n
can be represented with real eigendisplacements η̃n. In
CrI3 the representation of these modes at the zone cen-
ter can be decomposed into the real irreducible represen-
tations (irreps) of 3̄ as 4Ag ⊕ 4Au ⊕ 4Eg ⊕ 4Eu. The
frequencies ω̃n range up to 32 meV (see the SM [38] Ta-
ble SIII). We can consider the velocity-force coupling be-
tween phonon modes obtained from the IFC alone by
defining Ḡnm = η̃n

†Gη̃m; Ḡ is block diagonal, with each
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block corresponding to a real irrep. Once G is included
in Eq. (2), TRS is broken and the twofold-degenerate Eu
and Eg modes split, as the corresponding irreps further
break up into complex one-dimensional representations.

In Fig. 1(b), we show a selection of zone-center phonon
frequencies of bulk ferromagnetic CrI3 (see the SM [38]
Table SIII for a complete list of frequencies). On the
left side we plot ω̃n, i.e., the frequencies neglecting the
velocity-force contribution, and on the right the frequen-
cies including the velocity-force contribution via the MT
approach (i.e., ωn). In Fig. 1(a) we plot the sum of the
magnitudes of the velocity-force coupling terms relevant
to each phonon eigenvector, as a measure of the strength
of the coupling. We see that the Eg modes have the
strongest coupling. We shall see why shortly.

The splitting of each of the two-fold degeneracies
shown in Fig. 1(b) results in chiral phonons with well-
defined angular momentum in the z direction (due to the
symmetry of CrI3). For mode n, the angular momentum

is found via l
(n)
z = 2~

∑
τ mτ Im[η∗n(τx)ηn(τy)][21, 45],

where τ runs over the atomic sublattices and mτ is the
mass of nucleus τ . If we neglect G in Eq. (2), then
the angular momentum of modes in a degenerate sub-
space spanned by (η̃1, η̃2) depend on the basis we choose.
Clearly, lz vanishes in the real basis η̃n introduced above,
while a complex “circularly polarized” combination of
degenerate modes of the form η′± = η̃1 ± iη̃2 will have
equal and opposite lz (since we are at the Γ point [16]),
with the magnitude determined by the mode displace-
ment patterns. Neglecting terms in the Ḡ matrix that
mix different degenerate subspaces, the chiral modes af-
ter splitting will have exactly the eigendisplacements η′±.
Fig 1 (c) shows the angular momentum (lz) for each mode
after the inclusion of the G matrix. The fact that some
of the split modes do not have equal and opposite lz in-
dicates mixing between the degenerate subspaces in Ḡ.
See Sec. S4 of the SM for a full analysis of the angular
momentum of the chiral modes[38].

We now analyze the mechanisms responsible for the
velocity-force coupling in CrI3. In this material, the mag-
netic moments reside on the Cr atoms and are initially
oriented out of plane along z. We note that the modes
with large Ḡ matrix elements in Fig. 1 are mostly those
involving displacements of the I sublattices, which carry
strong spin-orbit coupling. Under such displacements, it
is natural that the Cr moments may cant, reflecting a lo-
cal change in magnetic easy axis. This canting will result
in a spin Berry curvature, and thus a contribution to G.

In fact, we find that for CrI3, the spin Berry curvature
is the dominant mechanism of velocity-force coupling.
We demonstrate this by calculating the matrix elements
of G under the assumption that only the spin-Berry-
curvature mechanism is present. More specifically, we
first approximate Eq. (3) as Ḡmn ' BIa,mGIa,JbBJb,n,
where GIa,Jb = −2~ Im〈∂Iaψ|∂Jbψ〉 is the Berry curva-
ture of the wavefunctions in the parameter space spanned
by the Cr spins; BIa,n = ∂sIa/∂ũn is a “spin canting ma-
trix” describing the static change in the equilibrium spin

unit vector on magnetic Cr site I in direction a resulting
from phonon perturbation n; and ũn is the amplitude of
mode n such that the set of atomic displacements are
given by ũnη̃n [46]. Under the assumption that the spin
Berry curvature dominates, we can further approximate
GIa,Jb = −S δIJεab, where spin S = 3~/2 for Cr and εab
is the antisymmetric tensor; then

Ḡnm = −S
∑

Iab

εabBIa,nBIb,m. (4)

A comparison between this spin-Berry approximation
and the full Berry-phase calculation of the G matrix is
presented in Table SII of the SM [38]. For some modes,
the spin-Berry approximation accounts for only ∼ 60% of
the full velocity-force contribution; this means that other
contributions, e.g., “phonon-only Berry curvature” (the
Berry curvature from atomic displacements at fixed spin)
are significant. However, these modes exhibit relatively
small splittings from the full velocity-force contribution,
so the errors are not significant in absolute terms. For
the two Eg modes that exhibit the largest splitting in
the MT calculation [green, orange, and blue curves in
Fig. 1(b)], the errors arising from this approximation are
less than one percent.

This is a remarkable result, and is one of the main
findings of the present work. By adopting the spin-Berry
approximation, one can bypass the cumbersome com-
putation of Berry phases for paths connecting distorted
structures. Instead, all we need to take from the DFT
calculations is the information about the spin canting in
response to phonon distortions. In particular, it is now
clear why the G tensor elements are so much smaller for
the Eu modes; these are the ones that couple to the op-
tical magnons, whose much larger stiffness strongly sup-
presses the spin canting.

A critical implication of the fact that the velocity-force
coupling in CrI3 results from spin canting is that the
assumption underlying the MT approach of Eqs. (1-3),
namely, that all electronic dynamics are fast compared to
that of the phonons, is clearly unfounded. This is because
the relevant time scale for spin dynamics is that of the
magnon frequencies in the system. The experimentally
measured zone-center magnons of CrI3 have frequencies
of 0.3 meV (i.e., the magnetocrystalline anisotropy) for
the acoustic branch, and 17 meV for the optical branch
[36], while the relevant phonons with the largest velocity-
force coupling have frequencies in the range of 6-14 meV
[see Fig. 1(b)].

Thus, an appropriate description of the low-energy dy-
namics must treat spins and phonons in this system on
the same footing. To illustrate how this can be done,
we focus on a single pair of Eg or Eu modes, which
couple respectively either to an effective acoustic spin
unit vector s = (s1 + s2)/

√
2 or its optical counterpart

s = (s1 − s2)/
√

2. Denoting the phonon mode ampli-
tudes and momenta as (x, y) and (px, py), the coupled
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splitting (meV)
irrep ~ω̃ (meV) MT SP
Eg 6.9999 0.3820 0.0007

12.9287 0.5270 0.0003
13.4876 0.3368 0.0001
29.8521 0.0244 3× 10−6

Eu 10.7667 0.0043 0.0046
14.3259 0.0090 0.0311
27.8168 0.0349 0.0118

TABLE I. Frequency splitting of Eu and Eg zone-center
phonon modes in CrI3. Modes are labeled by their sym-
metry and frequency determined only from the interatomic
force constants (~ω̃). MT (“Mead-Truhlar”) refers to fre-
quency splittings obtained by solving the equation of motion
in Eq. (2), and SP (“spin-phonon”) corresponds to solving the
coupled equations of motion in Eq. (6).

spin-phonon Hamiltonian takes the form

H =
1

2
(p2
x + p2

y) +
1

2
ω̃2(x2 + y2)

+
1

2
α(s2

x + s2
y) + γ(xsx + ysy).

(5)

Here ω̃ is the bare phonon frequency, α = ∂2E/∂2sx
is the spin anisotropy energy, and γ = ∂2E/∂x∂sx is
the coupling between the spin and the pair of phonons
(which have been chosen such that the xsy and ysx terms
vanish). Note that the unperturbed magnon frequency is
related to the anisotropy by ωm = α/S, where S = 3~/2
is the Cr spin, and that the B matrix introduced above
reduces in this minimal model to B = γ/α. Going over

to circularly polarized coordinates via x± = (x± iy)/
√

2

and s± = (sx± isy)/
√

2, the equations of motion become

(ω̃2 − ω2)x± = −γs±,
(±ωm − ω)s± = ∓S−1γx±,

(6)

which are easily solved numerically.
In Table I, we compare the frequency splittings of

doubly-degenerate modes determined by the adiabatic
Mead-Truhlar (MT) approach and spin-phonon (SP)
model. The last column in Table I presents the results
for the spin-phonon model; the Eg modes couple to the
acoustic magnon branch and the Eu modes to the opti-
cal branch (we use experimental [36] magnon frequencies
of 0.3 and 17 meV, respectively) [47]. A more detailed
comparison of Mead-Truhlar approach and spin-phonon
model is presented in Sec. S2 of the SM[38].

In order to understand the general features of the spin-
phonon mixing embodied in Eq. (6), we plot in Fig. 2 the
solutions of Eq. (6) as a function of phonon frequency ω̃,
with the magnon frequency set to ωm = 17 meV/~ (i.e.,
the optical branch [36]), and γ fixed at 2 meV3/2/~, a
typical value for the Eu modes in CrI3 (since those are
the phonons that couple to the optical magnon). The
solid blue curve in the inset shows the splitting of the
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FIG. 2. Frequencies of interacting magnons and phonons as
given by Eq. (6) as a function of uncoupled phonon frequency

(ω̃) for ωm = 17meV/~ and γ = 2 meV3/2/~ which corre-
sponds to a force velocity matrix element of Ḡ = 0.01meV/~.
The color of the curve indicates the magnitude of the phonon
component of the mode eigenvector. The inset shows the
splitting of the modes as well as the heuristic for splitting
away from resonance, ~SB2F (ω̃), where F = |1−(ω̃/ωm)2|−1.

modes with dominant phonon character also as a function
of ω̃. Outside of the small “resonant” regime ω̃ ' ωm,
where significant magnon-phonon hybridization occurs,
the mode splitting is well described by SB2F (see or-
ange dashed curve in inset of Fig. 2), where SB2 is the
relevant force-velocity term in the adiabatic spin-Berry
approximation [i.e., Eq. (4)] and F = |1 − (ω̃/ωm)2|−1.
At small ω̃, the magnon can be treated as a high-energy
degree of freedom which renormalizes the phonons, and
the splitting from the MT approach is recovered. Increas-
ing ω̃ toward ωm enhances the splitting of modes over the
value at the adiabatic (MT) limit, peaking at the point
where the magnon and phonon frequencies coincide and
the modes have maximum hybridization. Above ωm, the
splitting decreases from its peak value, but is still en-
hanced over that determined by the MT approach for a
range of ω̃. At ω̃ � ωm the splitting is suppressed, and
vanishes as ω̃ →∞.

This behavior is reflected in the splittings given in Ta-
ble I. Two of the three Eu modes which couple to the
optical magnon have frequencies below ωm = 17 meV/~,
but still in ranges where the splitting is enhanced above
the adiabatic MT limit. The physical interpretation here
is that the phonons are becoming hybridized with the
magnon instead of just having their frequencies renormal-
ized by it. However, since the splittings in the adiabatic
limit (and thus the corresponding G matrix elements) are
proportional to ω−2

m , the splittings remain quite small.
The largest frequency Eu mode has ωm � ω̃, so that the
splitting is reduced compared to values obtained from the
velocity-force approach.

The Eg modes couple to the acoustic magnon (ωm =
0.3 meV/~), so for all Eg modes ω̃ � ωm, which is pre-
cisely the opposite of the limit in which the adiabatic
velocity-force theory is applicable. This results in the
drastic reduction (F � 1) in the splitting of the Eg
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modes in Table I compared to the MT description in
Eq. (2). The physical interpretation of this regime is
that the Cr spins cannot keep up with the phonons, and
thus the area swept out from the spin canting is greatly
reduced compared to the assumption that they follow the
nuclear motion adiabatically.

Clearly, these results have significant implications for
experimental measurements of chiral phonons in CrI3.
Optical techniques, possibly utilizing circular polariza-
tion, constitute a powerful tool for studying such prop-
erties [22, 25, 48–50]. The strongly suppressed frequency
splitting (SP column of Table I) of the Raman-active Eg
modes is likely to be difficult to detect. This is consis-
tent with recent work on CrBr3, a related system, which
found signatures of the chiral phonons but did not report
a splitting of these modes [25]. The larger, though still
quite modest, splitting of the Eu modes could in principle
be measured by peak shifts in infrared absorption [51],
while direct detection of chirality would require circularly
polarized infrared spectroscopy as in Refs. [48, 49].

More generally, our results also have several implica-
tions for finding other systems with a large splitting of
chiral phonon modes at Γ. In materials like CrI3, where
the spin-Berry mechanism is responsible for the majority
of the velocity-force coupling, it is most promising to look
for (or engineer via, e.g., strain or magnetic field) cases
where the relevant phonon and magnon frequencies coin-
cide. This avoids the suppression of the splitting in the
ω̃ � ωm regime, and the small spin canting likely when
ωm � ω̃. Systems with lower-frequency optical magnons
that maintain similar or larger spin-phonon coupling γ

are also strong candidates for observing larger effects. In
any case, we can see from Table I that correctly account-
ing for the relative dynamics of spins versus phonons is
necessary to avoid significantly overestimating the split-
ting of certain chiral modes.

In conclusion, we have developed and implemented a
first-principles methodology for capturing time-reversal-
symmetry-broken lattice dynamics in magnetic solids,
and applied it to the case of bulk ferromagnetic CrI3. We
show that in this system, the previously-made assump-
tion of fast electron dynamics compared to the lattice
breaks down, since the relevant coupling is between Cr
spins and atomic displacements. With a minimal model,
we demonstrate that spins and phonons must be treated
on the same footing to avoid large qualitative errors in
the splitting of chiral modes.
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5Department of Physics and Astronomy, Stony Brook University, Stony Brook, New York, 11794-3800, USA

6Materials Science and Mechanical Engineering, University of California Riverside, CA 92521, USA
(Dated: September 1, 2022)

S1. FINITE DIFFERENCE APPROACH FOR CALCULATING BERRY CURVATURES

Here we provide some details of our density-functional theory (DFT) finite-displacement approach for calculating
the interatomic force constant (IFC) matrix C, and the adiabatic velocity-force coupling G. The IFC matrix is
calculated in the conventional way [S1, S2] by displacing each nucleus i by distance δτ = 0.015 Å in each Cartesian
direction, and calculating the resulting forces. The wave functions from these displaced calculations are saved for
the following steps. The full velocity-force matrix elements [see Eq. 3 in the main text] are calculated by considering
closed paths among these displaced configurations, as discussed in Sec. S1 A, while the matrix elements G under the
spin-Berry approximation [see main text Eq. 4] are determined by calculating the canting of the Cr spins from the
same displacements, see Sec. S1 B.

A. Velocity-force coupling

Stokes’ theorem equates the integral of the Berry curvature over some region in parameter space with the integral
of the Berry potential along the boundary of that region. We consider the Berry phase φiα,jβ corresponding to a
state evolving adiabatically along a triangular path from the ground state structure to displacement τiα, then to
displacement τjβ , and back to the ground state. Assuming δτ is small enough that the Berry curvature is constant
over the area of the path,

Giα,jβ =
2~φiα,jβ
| τiα ∧ τjβ |

, (S1)

where τiα is a displacement of nucleus i in direction α. Since these displacements are chosen as orthogonal, the wedge
product is simply δτ2. For a finite system, letting ψ(τiα) be the ground state electronic wave function for the displaced
structure, we compute the three-point discrete Berry phase

φiα,jβ = −Im ln [〈ψ(0) | ψ(τiα)〉 〈ψ(τiα) | ψ(τjβ)〉 〈ψ(τjβ) | ψ(0)〉] , (S2)

where ψ(0) indicates the ground state without displacements. For a solid calculated within DFT, Eq. (S2) holds
for the single-band case, except that we define ψk(τiα) to be the Kohn-Sham Bloch wavefunctions for the displaced
structures, and we must average over k points in the first Brillouin zone. That is,

φiα,jβ = − 1

Nk

∑

k

Im ln [〈ψk(0) | ψk(τiα)〉 〈ψk(τiα) | ψk(τjβ)〉 〈ψk(τjβ) | ψk(0)〉] , (S3)

where k is the Bloch wave vector and Nk is number of k points in the Brillouin zone. The generalization of the
discrete Berry phase for multiple bands can be found in Ref. S3, and is given by

φiα,jβ = − 1

Nk

∑

k

Im ln Det[Mk(0, τiα)Mk(τiα, τjβ)Mk(τjβ , 0)] , (S4)

where the overlap matrices are defined as

Mk
mn(τ, τ ′) = 〈ψmk(τ)|ψnk(τ ′)〉 (S5)

with m and n being the band indices.
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B. Velocity-force coupling under spin-Berry approximation

Within the spin-Berry approximation of Eq. 4, the matrix elements of G are obtained from the response of the
localized spins to atomic displacements. The assumption is that for a given closed path along which nuclear coordinates
are changed, the Berry phase is given by the sum of the Berry phases picked up by each local spin along that path.
Each spin picks up a phase equal minus to the total spin magnitude, −S (in our case S = 3/2), times the solid angle
on the Bloch sphere that is swept out along the path. For small canting angles and with all spins pointing along z in
the ground state, G is then constructed using Eq. S1 with φiα,jβ now given by

φiα,jβ = −S
2

∑

I

(sIx(τiα)sIy(τjβ)− sIy(τiα)sIx(τjβ)) . (S6)

Equivalently, G could be constructed from the derivatives of the spins with respect to atomic displacements as in
Eq. 4

Irrep ~ω̃ (meV) s1x s1y s2x s2y

Eg

6.9999
−0.01047 0.00416 −0.01047 0.00416
−0.00416 −0.01047 −0.00416 −0.01047

12.9287
−0.00253 −0.01356 −0.00253 −0.01356
−0.01356 0.00253 −0.01356 0.00253

13.4876
0.00521 −0.00847 0.00521 −0.00847
−0.00847 −0.00521 −0.00847 −0.00521

29.8521
0.00028 −0.00317 0.00028 −0.00317
0.00317 0.00028 0.00317 0.00028

Eu

10.7667
0.00008 −0.00095 −0.00008 0.00095
0.00095 0.00008 −0.00095 −0.00008

14.3259
0.00101 0.00142 −0.00101 −0.00142
0.00142 −0.00101 −0.00142 0.00101

27.8168
0.00251 −0.00057 −0.00251 0.00057
−0.00057 −0.00251 0.00057 0.00251

TABLE SI. Derivative of spin canting of Cr atoms 1 and 2 in Cartesian directions x and y with respect to amplitudes of
Eg and Eu modes in ferromagnetic CrI3. The units for the spin derivatives with respect to mode amplitude are

√
meV/~.

Degenerate mode pairs are labeled by their unperturbed frequencies ~ω̃; the two rows for each entry correspond to the two
modes comprising the pair in a real basis.

S2. CONTRIBUTION OF SPIN CANTING TO ADIABATIC VELOCITY-FORCE COUPLING

In Table SII we compare the velocity-force coupling computed under the Mead-Truhlar (MT) approach (i.e., as-
suming adiabatic electron dynamics), using the G matrix obtained from the the full wave function Berry curvature
as in Eq. 3 of the main text (labeled “W”), with the G matrix obtained from the spin-Berry approximation of Eq. 4
of the main text (labeled “S”). Modes are labeled by their irrep and frequency as determined only from the IFC
matrix (ω̃). For each pair we show the magnitude of the matrix element between the degenerate modes (Gij) and
frequency splitting ∆ω. Deviations between matrix elements and frequency splitting occur only when G induces
mixing between the degenerate subspaces. We see that indeed, the spin-Berry contribution accounts for the majority
of spin-phonon coupling. For the three lowest-frequency Eg modes and the Eu mode near 14 meV, the agreement is
excellent, within 1%. For the highest-frequency Eg mode and the other two Eu modes, the spin-Berry contribution
has a discrepancy of 25-43%. This indicates that other terms, such as the “phonon-only Berry curvature” resulting
from atomic displacements at fixed spins, may have a significant contribution. In any case, within the MT theory, the
splittings of the highest-frequency Eg mode and all of the Eu modes are quite small, so the error in absolute terms is
not large.

S3. FREQUENCIES OF ALL MODES

In the spin-phonon model (SP) of Eq. 5 the γ parameter is related to the magnitude of the Ḡ matrix elements

coupling degenerate modes i and j by γ = ωm
√
SḠij . Here the natural choice for the Ḡij value from which to obtain
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MT (W) MT (S)
Irrep ~ω̃ (meV) ~Ḡij (meV) ~∆ω (meV) ~Ḡij (meV) ~∆ω (meV)
Eg 6.9999 0.3825 0.3820 0.3808 0.3803

12.9287 0.5685 0.5270 0.5712 0.5293
13.4876 0.2948 0.3368 0.2968 0.3391
29.8521 0.0243 0.0244 0.0305 0.0306

Eu 10.7667 0.0043 0.0043 0.0027 0.0027
14.3259 0.0090 0.0090 0.0091 0.0091
27.8168 0.0349 0.0349 0.0199 0.0199

TABLE SII. Comparison of velocity-force matrix elements (Ḡij = η†iGηj) and frequency splitting (∆ω) of Eu and Eg zone
center phonon modes in CrI3 computed with Berry curvatures obtained from wavefunction overlaps (W) and with Berry
curvatures obtained by the solid angle swept out by magnetic moments on the Cr sites (S). Modes are labelled by their irrep
and frequency determined only from the interatomic force constants (~ω̃).

γ is that of the spin-Berry approximation, as γ is really defined in terms of spin-phonon coupling. It is in general
possible for a system to have a nonzero MT term even when evaluated at fixed spin, as well as a distinct γ coupling
to spin degrees of freedom; this will be explored in subsequent work. While the SP values presented here incorporate
nonadiabatic effects not present in the nuclear MT theory, they do not include any coupling of modes outside the
degenerate subspace (that is, there is no mixing between modes with distinct ω̃).

In order to present the effects of these different levels of approximation independently, we consider four possible
G matrices for MT (labeled W, w, S, and s) and two possible G matrices for SP (w and s). As above, W and S
correspond to G matrices obtained using Eq. 3 and Eq. 4 of the main text, respectively. Results labeled “w” and “s”
correspond to setting all couplings between nondegenerate ω̃ equal to zero in “W” and “S” G matrices respectively.
In Table SIII we give the frequencies of all of the optical modes (including the singly-degenerate ones), from the IFC
matrix only (~ω̃), with adiabatic Mead-Truhlar (MT), and in the spin-phonon model (SP), for each of these cases.

~ω̃ MT (W) MT (w) SP (w) MT (S) MT (s) SP (s)
6.9999 6.8021 6.8113 6.9996 6.8030 6.8122 6.9996
6.9999 7.1841 7.1938 7.0003 7.1832 7.1929 7.0003
8.1265 8.1265 8.1265 8.1265 8.1265 8.1265 8.1265
9.9535 9.9535 9.9535 9.9535 9.9535 9.9535 9.9535

10.7667 10.7645 10.7645 10.7575 10.7653 10.7653 10.7608
10.7667 10.7688 10.7688 10.7646 10.7680 10.7680 10.7653
11.3471 11.3471 11.3471 11.3471 11.3471 11.3471 11.3471
12.9287 12.6100 12.6475 12.9285 12.6082 12.6462 12.9285
12.9287 13.1369 13.2161 12.9288 13.1375 13.2174 12.9288
13.4876 13.3989 13.3410 13.4875 13.3983 13.3400 13.4875
13.4876 13.7357 13.6358 13.4877 13.7374 13.6368 13.4877
14.3259 14.3214 14.3214 14.2924 14.3213 14.3213 14.2919
14.3259 14.3304 14.3304 14.3230 14.3305 14.3305 14.3230
16.5013 16.5013 16.5013 16.5013 16.5013 16.5013 16.5013
16.6023 16.6023 16.6023 16.6023 16.6023 16.6023 16.6023
26.5081 26.5081 26.5081 26.5081 26.5081 26.5081 26.5081
27.8168 27.7993 27.7993 27.8127 27.8068 27.8068 27.8145
27.8168 27.8342 27.8342 27.8335 27.8267 27.8267 27.8263
29.8521 29.8407 29.8400 29.8521 29.8376 29.8369 29.8521
29.8521 29.8650 29.8643 29.8521 29.8681 29.8674 29.8521
31.7361 31.7361 31.7361 31.7361 31.7361 31.7361 31.7361

TABLE SIII. Frequencies in meV of optical phonon modes of ferromagnetic CrI3 at the zone-center computed with different
levels of theory. ~ω̃ labels frequencies computed using only the force constant matrix. MT refers to frequencies computed
within the adiabatic velocity-force, or Mead-Truhlar formalism. SP refers to frequencies computed in the spin-phonon model.
Labels W, w, S, and s refer to different couplings used in each calculation as explained in Sec. S3.
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FIG. S1. Schematic of chiral trajectories of selected zone-center phonon modes in a single layer of bulk CrI3. In the presence
of time-reversal symmetry breaking, such phonons occur at distinct frequencies.

S4. ANGULAR MOMENTUM OF CHIRAL PHONONS

In the main text we discussed the fact that including TRS breaking via G in the equations of motion resulted in
chiral phonons with well-defined angular momenta. We now analyze in more detail the angular momentum of the
phonon modes shown in Fig. 1(b) in the main text. From the symmetry of CrI3, specifically the three-fold rotation
axis in the out-of-plane z direction, the total angular momentum of a normal mode can only have z components.

For mode n, the angular momentum is l
(n)
z = 2~Im[

∑
τ mτηn(τx)∗ηn(τy)], where ηn(iα) is the eigendisplacement

component for nucleus i along direction α for the nth mode. Consider, for example, the green Eg mode in Fig. 1(b)
of the main text with unperturbed frequency ~ω̃ = 13.5 meV. The angular momentum of this mode mode is due to
the in-plane motion of iodine atoms. Choosing the two degenerate modes η̃x and η̃y to involve real displacements of
I atoms moving in the x and y directions respectively, neither of these modes has a non-zero angular momentum by
itself. However, the complex circularly polarized combination is η′± = (η̃x±iη̃y)/

√
2, which corresponds to the circular

displacement patterns shown in Fig. S1. In Fig. 1(c) of the main text, we plot the angular momentum of the modes
after including the velocity-force coupling, with the color corresponding to the mode on the right side of Fig. 1(b).
For the Eg modes near 13 meV [green and orange in Fig. 1(b)] an analysis of the displacement patterns and angular
momentum of the split modes is complicated by the fact that all four modes can mix [unlike the higher-frequency
split mode and the gray Eu mode above it in Fig. 1(b)]. Thus the angular momentum contributions seen in Fig. 1(c)
are mixed between these modes.

A large velocity-force coupling does not necessarily result in a large phonon angular momenta after splitting,
as seen for the case the lowest two Eg modes [blue curves in Fig. 1(b) of the main text]. The relatively modest
angular momentum of these modes [see Fig. 1(c) of the main text] is a result of the fact that the motions of the
real eigendisplacements before the inclusion of the G perturbation involve out-of-plane motions of I atoms, not just
in-plane motions like those depicted in Fig. S1. This is allowed by symmetry since individual atoms may have in-plane
angular momentum components lx and ly, as long as these components sum to zero over all atoms. The resulting lz
is thus significantly reduced compared to the green 13.5 meV Eg mode. Note that even though the blue Eg mode is
quite isolated in frequency compared to the other Eg modes, the asymmetry of lz of the modes after splitting indicates
significant mixing with these other modes.

Finally, we can see in Fig. 1(c) of the main text that higher frequency modes tend to have higher angular momentum.
This is likely due to the fact that the in-plane vibrations in CrI3 tend to have higher frequency, and, as pointed out
above, only in-plane displacements contribute to lz.
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