In my last column (June, page 9), it seemed as though Sam Edwards's beautiful "replica" scheme had brought us to a highly satisfactory resolution of the old problem of magnetic systems with random exchange interactions—what we now call "spin glasses." (In the replica method, one calculates the partition function of $n$ replicas $\alpha$ of the same random Hamiltonian, averages over the randomness and takes the logarithm by studying the formal limit as $n \to 0$: an indirect, shaky but often useful procedure.) In 1975 David Sherrington, who had been Sam's student and is now at Imperial College, London, tried applying the methods and ideas of the Edwards–Anderson paper to an especially simple model in which the "mean field" version should certainly be exact. In Sherrington's model, every spin in a macroscopic sample of $N$ spins is connected by a random exchange integral $J_{ij} \times 1/\sqrt{N}$ to every other spin. This is precisely the kind of artificial system for which mean-field theory is exact in other magnetic models. Sherrington brought the model with him that summer on a visit to IBM (Yorktown Heights), where he worked with Scott Kirkpatrick. The model is now famous as the SK model. Their conclusion was that the EA method led to a solution that, while superficially plausible, was unequivocally nonsense—specifically, they showed that as the temperature approached zero the calculated entropy passed through zero and became negative. Since entropy is the log of an integer (the number of states at energy $E$), its acquiring a negative value is forbidden in statistical mechanics. The energy near $T = 0$ also seemed to be a little lower (by about 2 percent) in the SK solution than the best that Scott could achieve by simulating the model on a computer.

Naturally, everyone at first assumed that the replica method itself was at fault. In fact David Thouless, Richard Palmer and I set out to produce a solution directly, without the replica method. This so-called TAP theory (1977) adapted the ancient cavity-field method of Lars Onsager and Hans Bethe to include a local-field correction for the response of all the spins affected by the fluctuations of a given spin. This correction, which is absolutely negligible (of order $1/N$) in the corresponding long-range ferromagnet, is finite here, changing $T_c$ by a factor of 2, for instance. But we could "prove" that all further corrections were negligible. The results agreed with the SK findings near and above $T_c$, where in fact we now know that both solutions are right, but they deviated subtly below $T_c$. One important difference was that we got rid of the negative entropy of the SK solution.

Again we thought we had the answer, and again we were to be disappointed, though the problem surfaced in more subtle ways this time. Central to the TAP solution is a mean-field equation,

$$ m_i = \tanh \frac{h_i}{2k_B T} $$

where

$$ h_i = \sum J_{ij} m_j - (\text{local field correction}) $$

Here $m_i$ is the mean magnetization at site $i$. Unlike in the simple case of a ferromagnet, where similar equations are encountered, looking for a nontrivial solution for the magnetization $m_i$ in this equation involves an infinite random-matrix problem at every $T$. Near $T_c$, this problem appeared to be just expressible in terms of the known statistical properties of the eigenvalues of the random matrix $J$, and near zero it depends only on properties of "the" solution at $T = 0$. The former case we solved in lowest order, and it seemed to look OK, and for the latter
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case, Richard set out to calculate "typical" ground state solutions (that is, solutions at \( T = 0 \)). The limiting form of the above set of random equations at \( T = 0 \) is

\[
m_i = \text{sign}(h_i)
\]

\[
h_i = \sum_j J_{ij} m_j
\]

("Sign" just means that \( m \) points in the same direction as \( h \) and has the maximum possible magnitude.) Both Richard and Scott had been trying to solve these equations numerically for some time.

Both of them gradually came to the same paradoxical result: They could find no "the" solution to this set of equations. Instead, they found many, many solutions of nearly identical energy. They also noticed that it is very difficult, once one's computer has found one solution, to persuade it to move to another, even if the first has a much higher energy than the optimal one. Incidentally, both Richard and Scott found that the easiest way to find a new solution was to raise the temperature nearly to \( T \), and come back down again—a procedure that Scott called "simulated annealing."

This peculiar feature, enormously annoying at the time, was the beginning of one of the important discoveries of modern theoretical physics, a discovery comparable to that of chaos in its broad applicability to science. But we didn't quite understand that yet.

Because of this unusual feature, and also for other reasons—Thouless, for instance, was unhappy that our solution near \( T \) might not be quite stable—the TAP "solution" still did not satisfy. We also needed to know why the replica method had failed. Thouless and a student, Jairo de Almeida, soon discovered the rather unexpected reason. Below a certain line in magnetic-field-temperature space, a solution with "replica symmetry"—that is, where every replica has the same correlation \( q = q_{aa} \) with every other replica—is dynamically unstable to "replica symmetry breaking." This implied that there was some new structure in \( q_{aa} \) that depended on \( \alpha \) and \( \beta \). According to the ideas that underlay the Edwards–Anderson paper, then, not every time you tried to compare one specimen of a system with another specimen of the same system would you get the same answer! Looking back, it seems obvious that this was closely related to the simulation problem, but it was a few years before we caught on to that. In my next column I'll try to explain the final resolution.