Motivated by recent experimental realizations of polar metals with broken inversion symmetry, we explore the emergence of strong correlations driven by criticality when the polar transition temperature is tuned to zero. Overcoming previously discussed challenges, we demonstrate a robust mechanism for coupling between the critical mode and electrons in multiband metals. We identify and characterize several novel interacting phases, including non-Fermi liquids, when band crossings close to the Fermi level and present their experimental signatures for three generic types of band crossings.

Metals close to quantum critical points (QCPs) are strongly correlated systems that often exhibit non-Fermi liquid behavior [1] and novel orderings including unconventional superconductivity [2]. Studies of metals near spin density wave [3, 4], ferromagnetic [5] and nematic QCPs [6] indicate that the behaviors of quantum critical metals depend crucially on the nature of the QCPs involved. Recent discoveries [7–13] and prediction [14–16] of a number of polar metals - metallic counterparts of ferroelectrics [17] (whose QCP properties are also actively studied [18–23]) suggest a novel avenue of metallic quantum criticality to be explored.

Here we perform a systematic study of quantum critical polar metals and possible strong correlations therein. We show the critical polar mode to be strongly coupled to interband particle-hole excitations (Fig.1). Since unconventional metallic quantum criticality occurs when critical bosons are coupled to gapless excitations, we study quantum critical polar metals with Fermi energies pinned to electronic band crossings; we present evidence of strong renormalization of the polar phonon spectra and non-Fermi liquid behavior of the charge carriers (Fig. 1).

Experimentally, intrinsic [8, 24, 25] and engineered [7, 9, 12, 26, 27] polar metals exist; the former include several layered transition metal dichalcogenides [10, 13, 28] with more predicted [14–16]. Furthermore the search for Weyl semimetals has led to more polar (semi-)metals [29]. Chemical tuning of polar transition temperatures has been demonstrated [9, 30, 31]. Here we make predictions for experimental signatures of the novel phases that we identify in quantum critical polar metals.

An important challenge for the realization of correlated polar metals is that the critical boson (a polar optical phonon [32]) of a polar metallic QCP does not couple easily to the electronic degrees of freedom; proposed couplings that involve order parameter gradients [33–37] and/or nonlinearities [38] are usually irrelevant in the scaling sense at a QCP [1]. Additionally, Coulomb interactions play a special role here, gapping the longitudinal mode when the screening is weak [32, 39, 40].

Here we show that a Yukawa coupling of the order parameter ($\varphi$) to carriers, $H_Y = \lambda \int dr \varphi(r)c_\alpha^\dagger(r)c_\beta(r)$, known to induce strong correlations for other types of QCPs [3–6], can be generically realized in multiband systems even without spin-orbit coupling (SOC) (that has been previously considered [41–44]), leading to the most pronounced interaction effects at band crossings. Using symmetry-based classification of such crossings, we analyze the possible strongly coupled metallic behaviors near polar QCPs, including long-range Coulomb effects.

**Yukawa Coupling to the Polar Critical Mode.** We look for fermionic bilinears $\hat{O}(\mathbf{k})$ such that $\varphi^i \int d\mathbf{k} \hat{O}(\mathbf{k})$ respects the symmetries of polar metals, first assuming time-reversal symmetry $\mathcal{T}$. Since the order parameter breaks inversion symmetry, $\mathcal{P}^{-1} \varphi^i \mathcal{P} = -\varphi^i$, we thus seek a fermionic bilinear $\hat{O}(\mathbf{k})$ that breaks inversion but not time-reversal symmetry.

For a single conduction band without SOC, the only possible form of $\hat{O}(\mathbf{k})$ is $c_\kappa^\dagger f_0(\mathbf{k}) c_\kappa^\dagger$. Since both $\mathcal{P}$ and $\mathcal{T}$ require $f_0$ to be even, it is not possible for $\hat{O}(\mathbf{k})$ to break only inversion symmetry. However with SOC present, bilinears of the form $c_\kappa^\dagger f_i(\mathbf{k}) s_i c_\kappa^\dagger$, where $s_i$ are the Pauli...
matrices in spin space, are allowed: an odd in $k$ choice for $f_i(k)$ results in a bilinear that is odd under $P$ only. We thus conclude that SOC is necessary for a Yukawa polar coupling in a single-band model.

By contrast, in a multiband system a Yukawa coupling can exist without SOC. In a two-band model $T$ is complex conjugation and $P$ acts in band space: $P \sim \sigma_3$ for bands with the same parity or $P \sim \sigma_3$ (up to a unitary transformation) in the opposite case. Writing a generic fermionic bilinear as $\tilde{c}_k^\dagger f_i(k) \tilde{c}_k^\dagger$, we find that the terms breaking inversion, but not time-reversal, symmetries are even in $k$, $f_1(k)$ for $P \sim \sigma_3$ or odd in $k$, $f_2(k)$ for $P \sim \sigma_0$. We can thus have the following Yukawa couplings to the polar mode at $q \approx 0$.

$$H_{\text{coupl}}^{(a)} = \sum_{i,a,k,q} f_{a,i}(k) \varphi_i c_{k+q/2}^\dagger c_{k-q/2}, \quad P \sim \sigma_3$$
$$H_{\text{coupl}}^{(b)} = \sum_{i,a,k,q} f_{b,i}(k) \varphi_i c_{k+q/2}^\dagger c_{k-q/2}, \quad P \sim \sigma_0, \quad (1)$$

where $f_{a,b}(k)$ is even (odd) in $k$, and the order parameter couples to an interband bilinear (Fig.1(a), inset).

If we assume the bands to originate from two distinct orbitals, the physical mechanism of this Yukawa polar coupling can be illustrated (Fig. 2). If the orbitals have different parity (e.g., $s$ and $p$) (Fig.2 (a)), they are mixed linearly by an inversion-breaking perturbation (similar to in the Stark effect). This mixing is reflected in a nonzero hybridization between the resulting bands, forbidden in the symmetric phase (Fig.2 (a)). Due to the necessity of $k$-dependence, the similar parity case (Fig.2 (b)) cannot be viewed as local. We exemplify it by a nearest-neighbor hopping between the orbitals (Fig.2 (b)); absence of inversion symmetry yields distinct left and right interorbital hoppings from a given site, similar to the dimerization situation in the SSH model [45]. Similar effects have been considered in studies of SrTiO$_3$ interfaces [46, 47].
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**FIG. 2.** Illustration of the coupling to the polar order parameter for two orbitals having (a,c) opposite and (b,d) same parity under inversion. (a) and (b) show the symmetric phase $\varphi^+ = 0$, while (c) and (d) show the state for $\varphi^- \neq 0$. In both cases, interorbital hopping changes, as reflected in (1).

**Band Crossings and Low-Energy Theory.** To drive unconventional metallic behavior already at weak coupling, the interband particle-hole excitations coupled to the critical mode with (1) need to be gapless. This is possible close to momenta where the two bands cross; a low-energy theory can then be constructed around these band crossings if they occur close to the Fermi energy. This situation can be realized due to filling considerations (as e.g. in graphene) or by carrier doping. Here we study the polar QCP when the Fermi energy is at the band crossing. Neglecting SOC, $PT$ symmetry leads to protected line crossings in 3D systems [48–50] and point nodes in 2D [50]. For completeness, we also study a polar QCP in a $T$-breaking driven Weyl semimetal [51–53].

Having identified the three generic types of band crossings, we next turn to their emergent metallic behaviors at the polar QCPs. We study the limit $T = 0^+$ at the QCP itself, analyzing each case both with and without long-range Coulomb interactions. The latter situation is relevant when (i) inversion symmetry-breaking in the insulating system does not produce a macroscopic dipole moment (e.g., elemental materials) or if (ii) there exist additional Fermi pockets that lead to strong screening. In the absence of (ii), screening of the Coulomb interaction will depend on the type of the band crossing.

**3D Nodal Lines.** We consider a minimal Hamiltonian with a circular nodal line in the $k_x, k_y$ plane.

$$H_{\text{line}} = \sum_{k} c_k^\dagger \left[ \frac{k_x^2 + k_y^2 - k_z^2}{2m} \sigma_3 + \gamma k_z \sigma_2 \right] c_k$$

$$H_{\text{coupl}} = \lambda \sum_{a,k} \varphi_a \varphi^\dagger a c_{k+q/2}^\dagger c_{k-q/2}, \quad \lambda = \text{const} \quad (2)$$

where we take $f_i = \text{const}$ in (1) (which does not affect the qualitative results, as is discussed below). Only a single order parameter component can couple to fermions near a single nodal line. In principle isotropy is restored when two additional nodal lines that couple to the other order parameter components are present e.g. three $p_{x,y,z}$-like bands crossing an $s$-like one; then there are three nodal lines, each coupled to the corresponding component of the order parameter $\varphi_{x,y,z}$. However, as we will show now, it is sufficient to consider (2) with straightforward generalizations.

We begin by considering the lowest-order bosonic self-energy, following the Hertz approach [54]. Our calculations [55] yield

$$\Pi(i\omega_n, q) - \Pi(0,0) = -\frac{\lambda^2 m \rho(\omega_n, q, q_z)}{4\pi \gamma} E \left( \frac{(v_F q_t)^2}{\omega_n^2 + (v_F q_t)^2 + (\gamma q_z)^2} \right)$$

where $\rho(\omega_n, q, q_z) = \sqrt{\omega_n^2 + (v_F q_t)^2 + (\gamma q_z)^2}$ and $E(x)$ is an elliptic integral of the second kind. Gapless fermions lead to the damping of the critical mode: $\Pi(i\omega_n, q) \sim |\omega|$ at low $q$ similar to the situation at spin-density wave QCPs [3]. However, unlike that case, (3) is strongly momentum-dependent, leading to an unchanged dynamical critical exponent, i.e. $z = 1$. Once the bosonic self-energy is taken into account, a scaling analysis with the
scheme of Ref. 56 shows Yukawa and quartic interbozon couplings to be irrelevant [55]. An explicit calculation [55] of the fermionic self-energy and vertex corrections with a screened propagator also indicates the absence of infrared divergences, showing that the scaling limit of (2) is captured by Hertz-Millis theory. We note, however, that a recent RG analysis using a different momentum shell scheme [57] suggests nontrivial corrections to the Hertz-Millis fixed point away from the large-$N_f$ limit ($N_f$ being the number of fermionic flavors, for additional discussion see [55]).

We now address the role of a momentum-dependent fermion-boson coupling: since at the QCP the only relevant term is the bosonic self-energy, a momentum-dependent coupling would just result in replacing $\lambda^3$ in (3) with its Fermi surface average. Next we address the role of Coulomb interaction. Assuming that the Fermi liquid state is robust at the QCP, we know from previous work [56] that screening by nodal line electrons results in a renormalized Coulomb interaction $\propto q^{-1}$, while further effects of the Coulomb interaction are irrelevant in the RG sense and can be considered perturbatively. The coupling between renormalized Coulomb interaction and the polar phonon affects the critical propagator

$$D_{\text{Coul}}(i\omega, \mathbf{q}) = (-\Pi_{\text{D}}(i\omega, \mathbf{q}) + V_{\text{Coul}}^\text{NL}(\mathbf{q})Q_0^2g^2\cos^2\eta),$$

where $\eta$ is the angle between $\mathbf{q}$ and the polarization of $\varphi$. Since $V_{\text{Coul}}^\text{NL}(\mathbf{q}) \sim q^{-1}$, the Coulomb interaction does not change the scaling properties of the critical mode but rather introduces an anisotropy [55].

2D Dirac point.- We consider a Hamiltonian

$$H_{\text{point}} = c_\mathbf{k}^\dagger v_F(k_x\sigma_x + k_y\sigma_y)c_\mathbf{k}$$

and coupling $H_{\text{coul}} \lambda \sum_{\mathbf{q},\mathbf{k}} \varphi^\dagger_{\mathbf{q},\mathbf{k}} q^2 \varphi_{\mathbf{q}+\mathbf{a}/2,\mathbf{k}+\mathbf{a}/2}$. We take then $\lambda \propto \sigma_1$ here. Again we find the order parameter to be scalar, similar to what occurs at a CDW transition in graphene [58, 59], that breaks the inversion (but not translational) symmetry and is associated with charge imbalance between two sublattices.

In the absence of Coulomb interactions, this model is equivalent to the Gross-Neveu-Yukawa (GNY) model [60, 61] whose critical properties have been studied extensively [62, 63]. Its critical point is known to have emergent Lorentz invariance and $z = 1$; it follows then that the critical phonon velocity ($\omega_c$) is renormalized such that $c_s/v_F \rightarrow 1$. The anomalous dimensions for both the bosons and the fermions further demonstrates the non-Fermi liquid behavior at the QCP.

We now include Coulomb interactions, first considering their effect on the critical boson whose propagator is now

$$D(i\omega, \mathbf{q}) = \frac{1}{(\omega^2 + c^2 q^2) + 2\pi Q_0^2q^2/\lambda^3},$$

while the Coulomb interaction takes the form:

$$V_{\text{Coul}}(i\omega, \mathbf{q}) = \frac{2\pi(\omega^2 + c^2 q^2)}{q(\omega^2 + c^2 q^2) + 2\pi Q_0^2q^2/\lambda^3}.$$
TABLE I. Summary of Hertz-Millis estimates for the temperature dependencies of resistivity $\rho(T)$ and the bosonic contribution to the specific heat $C_{bos}(T)$ for the cases $3D$ NL, $3D$ NP, and $2D$ NP.

<table>
<thead>
<tr>
<th>Band-Crossing Type</th>
<th>$\lim_{T\to 0^+} \rho(T)$</th>
<th>$\lim_{T\to 0^+} C_{bos}(T)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3D$ NL</td>
<td>$T^3$</td>
<td>$T^3$</td>
</tr>
<tr>
<td>$3D$ NP</td>
<td>$T^{-1}$</td>
<td>$T^{-1}$</td>
</tr>
<tr>
<td>$2D$ NP</td>
<td>$\rho_0$</td>
<td>$T^{2-\Delta}$</td>
</tr>
</tbody>
</table>

We have identified critical polar metallic phases that we have termed polar quantum critical points (QCP). For the nodal points the characteristic boson velocity renormalizes to a value of order $v_F$, suggesting stiffening of the transverse mode. A more complete picture can be given for the Hertz-Millis theory of the nodal line case using (3) continued to real frequencies. For $q|| = 0$ one has a propagating transverse mode with an unusual dispersion $\omega^2 = (cq)^2 + \omega_\lambda(\sqrt{4(\gamma^2 - c^2)q^2 + \omega_\lambda^2} - \omega_\lambda)/2$ while for the $q_z = 0$ case one has

$$\omega \approx \begin{cases} 
- \frac{i\omega_\lambda}{\sqrt{2\omega_\lambda q/\pi - \frac{i\omega^2}{\pi}}} & (q \ll \omega_\lambda/v_F), \\
\omega_\lambda/v_F & (v_F/c)^2\omega_\lambda/v_F \ll q
\end{cases}$$

where $\omega_\lambda = \frac{\lambda^2 m}{4\pi^2}$. Observation of such dispersion renormalization and smearing of the spectral weight may be accessible by inelastic neutron scattering measurements.

In the case of 3D nodal semimetals charge, screening is weak and the $\omega$- and $q$-dependent dielectric constant $\varepsilon(q, \omega)$ may be observable in modern EELS experiments [67]:

$$\lim_{q\to 0^{+}} \varepsilon_{NL}(q, \omega) = 1 + \frac{4\pi Q_0^2 \cos^2 \eta}{\gamma_\omega}$$

$$\lim_{q\to 0^{+}} \varepsilon_{WP}(q, \omega) = -\frac{4\pi Q_0^2}{\omega^2(\log\omega - 1)\alpha(N_f)}$$

where $\alpha(N_f)$ depends on the number $N_f$ of Weyl points but is of order 1. We also note that the presence of a Yukawa-coupled band-crossing actually promotes polar ordering, since the static part $\Pi(0,0)$ of the bosonic self-energy is positive. This effect is maximal when the Fermi level is pinned to the band crossing and diminishes as it moves away. Of particular interest is the case when symmetries allow nodal surfaces; here the relevant bosonic self-energies would be logarithmically divergent [68] leading to possible realizations of electronically driven polar order that was proposed some time ago [69].

**Conclusion**.- In this Letter we have shown that nodal multiband metals provide promising platforms for strongly correlated metallic behaviors near polar QCPs. We have identified a generic mechanism for Yukawa-like coupling to the critical mode without spin-orbit coupling. Identifying band crossings to be most affected by the polar QCP, we have studied critical behavior for three distinct cases (2D Dirac and 3D Weyl points, and 3D nodal lines) with and without Coulomb interactions. In our study we find the critical polar mode to be strongly renormalized for all band crossing types, and we have demonstrated the emergence of non-Fermi liquid behavior for the two nodal point cases. Finally we have analyzed thermodynamic, transport, and dielectric properties and the critical mode dispersion for the quantum critical polar metallic phases we have identified. In view of the recent discovery of a number of polar metals with a multiband electronic structure such as LiOsO$_3$[8, 11],
MoTe$_2$ [10] and WTe$_2$ [13] and predictions of many more [14–16], we hope that our study will provide guidance for the search of exotic metallicity in future experiments on polar metals.
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Supplemental Material: Multiband Quantum Criticality of Polar Metals

This supplementary material contains the details of diagrammatic and RG calculations leading to the results presented in the main text. While relying on well-established methods, we present here the derivations in an extended form to facilitate comprehension for the reader.
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Polar QCP in a nodal line system

We consider the simplest case a system with nodal line at the Fermi surface in Eq. (2) of the main text. In what follows we will linearize the dispersion in the radial direction such that

\[ \frac{k_r^2 + k_F^2 - k_r^2}{2m} \approx v_F (k_r - k_F), \]

where \( v_F = k_F/m \) and \( k_r = (k_x, k_y) \). First we compute the polarization operator that enters the RPA-like correction to the boson propagator (Fig. S1) \( \langle T \tau \phi \phi \rangle \):

\[ \Pi(i\omega_n, \mathbf{q}) = -\lambda^2 \sum_{\varepsilon_n} \int \frac{d\mathbf{k}}{(2\pi)^d} \text{Tr} \left[ \sigma_1 G_0(i(\varepsilon_n + \omega_n/2), \mathbf{k} + \mathbf{q}/2)\sigma_1 G_0(i(\varepsilon_n - \omega_n/2), \mathbf{k} - \mathbf{q}/2) \right] = \]

\[ = -\lambda^2 \sum_{\varepsilon_n} \int \frac{d\mathbf{k}}{(2\pi)^d} \text{Tr} \left[ \sigma_1 [i\varepsilon_+ + \xi_+ \sigma_3 + \delta_+ \sigma_2] \sigma_1 [i\varepsilon_- + \xi_- \sigma_3 + \delta_- \sigma_2] \right] = \]

\[ = 2\lambda^2 \sum_{\varepsilon_n} \int \frac{md\xi d\theta d\delta}{(2\pi)^3} \frac{\varepsilon_+ \varepsilon_- + \xi_+ \xi_- + \delta_+ \delta_-}{(\varepsilon_+^2 + \xi_+^2 + \delta_+^2)(\varepsilon_-^2 + \xi_-^2 + \delta_-^2)} \]

where \( \varepsilon_\pm = \varepsilon_n \pm \omega_n/2; \xi_\pm = v_F (k_r - k_F) \pm v_F q_r/2 = \xi \pm v_F q_r/2 \cos(\theta); \delta_\pm = \gamma (k_z \pm q_z/2); \delta = \gamma k_z \) and \( q_r = [q_x, q_y] \).
For $T = 0$ one can bring the integral to the following form:

$$
\int d\theta d\xi d\delta \frac{\varepsilon^2 + \xi^2 + \delta^2 - (\omega/2)^2 - (v_Fq_r \cos(\theta)/2)^2 - (\gamma q_z/2)^2}{[(\varepsilon + \omega/2)^2 + (\xi + v_Fq_r \cos(\theta)/2)^2 + (\delta + \gamma q_z/2)^2]} = 1.
$$

It follows then that the result of integration over $\varepsilon, \xi, \delta$ can depend only on the absolute value of the vector $\vec{r}_0 \equiv (\omega/2, v_Fq_r \cos(\theta)/2, \gamma q_z/2)$. Thus

$$
\Pi(i\omega_n, q) = 2\lambda^2 \int_0^{2\pi} d\theta f(\sqrt{\omega^2 + (v_Fq_r \cos(\theta))^2 + (\gamma q_z)^2})
$$

so we can get the result by considering the case $q = 0$. Integration over $\varepsilon$ yields:

$$
f(\omega_n) = \int_0^\Lambda \frac{2m^2 dr}{\gamma (2\pi)^2} = \frac{m}{8\pi^2 \gamma \Lambda},
$$

$$
f(0) = \int_0^\Lambda \frac{mdr}{2\gamma (2\pi)^2} = \frac{m}{8\pi^2 \gamma \Lambda},
$$

$$
f(\omega_n) - f(0) = \frac{m}{8\pi^2 \gamma} \int_0^\infty dr \frac{-\omega_n^2 \tanh \frac{r}{T}}{(4r^2 + \omega_n^2)} = \frac{-m\pi|\omega_n|}{8\pi^2 \gamma} \frac{\pi}{4},
$$

$$
\Pi(i\omega_n, q) - \Pi(0, 0) = -\frac{\lambda^2 m}{16\pi\gamma} \int d\theta \sqrt{\omega_n^2 + (v_Fq_r \cos(\theta))^2 + (\gamma q_z)^2},
$$

where $\Lambda$ is an upper cutoff of the order $k_F$. The integral can be evaluated analytically using elliptic functions resulting in Eq. (3) of the main text.

**Implications for QCP: Scaling Analysis**

One can see that the RPA correction dominates the bosonic propagator at low frequencies/momenta. We will now argue using scaling that, similar to Hertz theory, no further singular corrections from interactions are expected. Our aim is to find the scaling dimension of the Yukawa coupling including the anomalous dimension of the bosonic propagator found in RPA. First we need to fix the engineering dimensions of the fields.

We use a cylindrical momentum shell for fermions around the nodal line[56] that yields $[\Psi] = -(d+1)/2$ for fermions (assuming nodal line plane and $d-2$ linearly dispersing momenta $L_\Psi \sim \int dk_Fd^{d-1}k\Psi^\dagger (\varepsilon + \xi \sigma_3 + \sum_{i>2} \delta_i \sigma_2) \Psi$ and a spherical one with the result $[\varphi] = -(d + 2)/2$ for bosons ($L_\varphi \sim \int d\omega d^d q \varphi^* \sqrt{\omega^2 + q^2} \varphi$) [combined boson/fermion scaling of this type is also discussed in [70]]. The Yukawa coupling is then:

$$
\lambda \int d\omega dq dk_Fd^{d-1}k \Psi^\dagger \varphi,
$$

resulting in $[\lambda] = -(d+1 + d - (d+1) - (d+2)/2) = (2 - d)/2$, irrelevant for $d > 2$. 
Moreover, for the bosonic quartic term we have:

\[ u \left[ \int d\omega dq \right]^3 \varphi^4, \]

and \([u] = -(3(d+1) - 2(d+2)) = 1 - d\), irrelevant for \(d > 1\).

Other scaling schemes have been also applied to \(q = 0\) transitions, such as the nematic one [71]. Here we show that the 'patching scheme' used there cannot be applied here. In the nematic case, the use of patching scheme has been motivated by arguing that a boson with momentum \(q\) is most strongly coupled to the regions on the Fermi to which \(q\) is tangent. For a single fermion patch the Lagrangian is:

\[
\int dk_x dk_y dq \varepsilon^4 \left( i\varepsilon + v_F k_x + \gamma k_y^2 \right) \Psi
\]

while for bosons after the RPA correction from the full Fermi surface is included one has:

\[
\int d\omega d^d q \varphi^* \left( \frac{\omega}{q} + q_x^2 + q_y^2 \right) \varphi.
\]

Keeping the fermion action invariant requires \([k_x] = [k_y]^2\) and thus \(q_x\) should be omitted from the bosonic propagator in the scaling limit for a single patch. Importantly, the polarization operator of a single patch indeed yields \(\Pi \sim \frac{\omega}{q_y}\) [1], vindicating the argument that taking a single patch into account is sufficient to describe the nematic QCP in the scaling limit.

In our case, on the other hand, the RPA boson Lagrangian is (for momenta being in-plane)

\[
\int d\tau d^d x \varphi^* F(i\omega, \sqrt{q_x^2 + q_y^2}) \varphi;
\]

as before one should neglect \(q_x\) in the scaling limit for the fermionic patch. However it can be seen from eq. (S1), that the contribution \(f(i\omega, |q_y|)\) comes from \(\theta \approx 0\) region in the integral, i.e. from the patch with \(v_F \parallel q_y\). Thus, contributions from other patches are necessary in the scaling limit, not allowing for self-consistent description of this QCP within a single patch.

A key role in the scheme above is played by the assumption that the Fermi surface curvature dictates the scaling limit \([k_x] = [k_y]^2\). As it is shown above to lead to an inconsistency, one may use instead the scaling dimensions dictated by the bosonic propagator (i.e. \([k_x] = [k_y] = |\varepsilon|\)) and ignore the Fermi surface curvature, which is however equivalent to the cylindrical scheme used above.

Another implementation of the cylindrical scaling scheme, where the momenta are scaled towards the nodal ring also for the vertex corrections, has been discussed [57]; while in the \(N_f \to \infty\) limit the results agree with the ones presented here, there appear to be distinct \(1/N_f\) corrections (see also an additional discussion below).

**Stability of Hertz-Millis Fixed point: Explicit Calculations of Lowest-order Diagrams**

To substantiate our statement of the stability of the Hertz-Millis fixed point we additionally provide an explicit calculation for the lowest-order diagrams (corresponding to \(1/N_f\) corrections) in the large-\(N_f\) limit beside the bosonic self-energy: fermionic self-energy and vertex correction. The former one is given by (see also Fig. S2):

\[
\Sigma(\varepsilon, k) = \lambda^2 \int \frac{d\omega dq}{(2\pi)^d} D(i\omega, q) \sigma_1 G(i(\varepsilon - \omega), k - q) \sigma_1 \approx
\]

\[
\approx -\lambda^2 \int \frac{d\omega dq}{(2\pi)^d} D(i\omega, q) \frac{i\varepsilon( -\omega^2 + (v_F q \cos \varphi)^2 + (\gamma q_z)^2) - \xi \sigma_3(\omega^2 - (v_F q \cos \varphi)^2 + (\gamma q_z)^2) - \gamma k_z \sigma_2(\omega^2 + (v_F q \cos \varphi)^2 + (\gamma q_z)^2) - (\gamma q_z)^2)}{[\varepsilon^2 + (v_F q \cos \varphi)^2 + (\gamma q_z)^2]^2},
\]

where one can see that an infrared singularity is located at \(\varepsilon = 0, q = 0\) for any value of \(\varphi\). For the bare boson propagator \(D_0(i\omega, q) = (\omega^2 + \varepsilon^2 q^2)^{-1}\) the singularity is logarithmic, however, for the renormalized one \(D(i\omega, q) \sim (\omega, q) \varepsilon^{-1}\) the integral is regular and the self-energy does not change the scaling properties of the fermionic propagator. The expression for the vertex correction (Fig. S3) is:
FIG. S2. Feynman diagram for the lowest-order fermionic self-energy.

FIG. S3. Feynman diagram for the lowest-order vertex correction.

\[
\chi^3 \int \frac{d\varepsilon dk}{(2\pi)^d} \sigma_1 G(i\varepsilon, k) \sigma_1 G(i\varepsilon, k) \sigma_1 D(i(\varepsilon - \varepsilon_0), |k_r - k_{r0}|, k_z) \approx \\
\approx -\sigma_1 \chi^3 \int \frac{k_F d\varepsilon dk_r d\varphi dk_z}{(2\pi)^4} \frac{1}{\varepsilon^2 + v_F^2 (k_r - k_F)^2 + \gamma^2 k_z^2} D(i\varepsilon, 2k_F |\sin \varphi|, k_z),
\]

where one can see that an infrared singularity is located at \( \varepsilon = 0, k_r = k_F, k_z = 0, \varphi = 0 \) (note that away from \( \varphi = 0 \) the integral is regular even around \( \varepsilon = 0, k_r = k_F, k_z = 0 \)). For the bare boson propagator \( D_0(i\omega, q) = (\omega^2 + c^2 q^2)^{-1} \) the singularity is logarithmic, however, for the renormalized one \( D(i\omega, q_r, q_z) \sim (\omega, q_r, q_z)^{-1} \) the integral is regular and thus the vertex correction can be incorporated perturbatively, not affecting the scaling properties. Note that a result consistent with a previous study [57], where the vertex correction has an \( 1/x \) singularity for the bare propagator (the divergence in the fermion self-energy is consistent with the one presented here) can be obtained from the above if integration over \( \varphi \) is disregarded and \( \varphi \) is set to 0.

**Nodal Point Systems**

Before we go into details of particular cases, let us start with scaling and power counting arguments with unrenormalized propagators. We assume Yukawa coupling between polar mode and fermions; the bare action for fermions is \( \int \frac{d^d k}{(2\pi)^d} \bar{\psi} (-i\varepsilon + k\sigma) \psi \) and for bosons \( \int \frac{d^d q}{(2\pi)^d} \varphi (\omega^2 + c_2 q^2) \varphi \). Unlike the nodal line case, the scaling scheme for the momenta can be taken to be the same for both fermionic and bosonic fields, i.e. we take a spherical shell around \( k, q = 0 \). One obtains the bare scaling dimensions \[ \Psi \] = \(-(d + 2)/2, \[ \varphi \] = \(-(d + 3)/2 \) resulting in
[\lambda] = -[2(d+1)-(d+3)/2-(d+2)] = (3-d)/2. The fermion-boson interaction is then marginal in 3D and relevant in 2D.

Analyzing the divergencies of low-order diagrams we found that near the gaussian fixed point \( \Pi, \Sigma, \Gamma \) are all expected to show the same behavior: \( \log[1/E] \) in 3D and \( 1/E \) in 2D.

Additionally, the interboson interaction \( g \int (d\omega d^q \varphi)^2 \varphi^4 \) has the scaling dimension at the bare level \( [g] = -(3(d+1)-2(d+3)) = 3-d \). However, its effect in the lowest order is to renormalize the bosonic mass which has to be exactly zero at the QCP; higher-order effects that can lead to a bosonic self-energy will be ignored here, while the Yukawa coupling leads to a bosonic self-energy already at the lowest order.

**Details for the 2D Dirac Case**

In the absence of SOC Dirac points are guaranteed to exist in case the \( \mathcal{PT} \) symmetry is intact. Some details of the results, however, may depend on the particular realization. Let us consider a two-band model. In the case of graphene lattice, where the electronic polar order parameter is a single component of \( \varphi \), suggesting that it is an Ising order parameter. This is easy to understand in the case of graphene lattice, where the electronic polar order parameter is just the charge imbalance between the two sublattices. The expression for the polar mode self-energy (Fig. S4 [I]) is:

\[
\Pi(i\omega, \mathbf{q}) = -\lambda^2 T \sum_{\varepsilon_n} \int \frac{dk}{(2\pi)^3} \text{Tr} \left[ \varphi_3 G_0(i(\varepsilon_n + \omega_n/2), \mathbf{k} + \mathbf{q}/2) \varphi_3 G_0(i(\varepsilon_n - \omega_n/2), \mathbf{k} - \mathbf{q}/2) \right] = \\
= -\lambda^2 T \sum_{\varepsilon_n} \int \frac{dk}{(2\pi)^2} \frac{\varepsilon_+ + v_F(k_x+\varepsilon_+\sigma_1 + k_y+\sigma_2)}{(2\pi)^2} \right] = \left( \varepsilon_+^2 + v_F^2 k_x^2 + v_F^2 k_y^2 \right)^2 \\
= 2\lambda^2 T \sum_{\varepsilon_n} \int dk_x dk_y \frac{\varepsilon_+ + v_F^2 k_x^2 + v_F^2 k_y^2}{(2\pi)^2} \right] = \left( \varepsilon_+^2 + v_F^2 k_x^2 + v_F^2 k_y^2 \right)^2 \\
= 2\lambda^2 T \sum_{\varepsilon_n} \int dk_x dk_y \frac{\varepsilon_+ + v_F^2 k_x^2 + v_F^2 k_y^2}{(2\pi)^2} \right] = \left( \varepsilon_+^2 + v_F^2 k_x^2 + v_F^2 k_y^2 \right)^2 \\
\]

Using the previous results for the nodal line case, we get the following. For \( T = 0 \) one has

\[
\Pi(i\omega, \mathbf{q}) = \frac{\lambda^2}{2\pi v_F^2} \left( \Lambda - |\mu| - \frac{\sqrt{\omega^2 + (v_F q)^2}}{2} \right) \left( \frac{\pi}{2} - \arctan \frac{2|\mu|}{\sqrt{\omega^2 + (v_F q)^2}} \right) ;
\]

\[
\Pi(i\omega, \mathbf{q})|_{\mu=0} - \Pi(0,0)|_{\mu=0} = -\frac{\lambda^2 (\omega^2 + (v_F q)^2)}{8\pi v_F} \int_0^\infty \frac{dk}{(v_F k)^2 + (\omega^2 + (v_F q)^2)/4} = -\frac{\lambda^2}{8v_F^2} \sqrt{\omega^2 + (v_F q)^2} ;
\]

**FIG. S4. Lowest-order diagrams in Yukawa coupling.**

- **[I]**
- **[II]**
- **[III]**
Note that there is no additional integration over an angle $\theta$ as in the nodal line case, which was related in the that case to the finite $k_F$ in the plane of the nodal line. Let us move onto the fermion self-energy. For the purpose of the RG calculation to follow we restrict ourselves to $T = 0$ and expand the self-energy (Fig. S4 [II]) in momentum and frequency $k$ and $\varepsilon$:

$$
\Sigma(i\varepsilon, k) = \lambda^2 \int \frac{d^2q d\omega}{(2\pi)^3} D(-q, -\omega) \sigma_3 G(i\varepsilon + \omega), k + q)\sigma_3 =
$$

$$
= -\lambda^2 \int \frac{d^2q d\omega}{(2\pi)^3} D(q, \omega) i(\varepsilon + \omega) - v_F(k + q)\tilde{\sigma} \approx
$$

$$
\approx -\lambda^2 \int \frac{d^2q}{(2\pi)^2} \int \frac{d\omega}{2\pi} D(q, \omega) \left( i\varepsilon(-\omega^2 + v_F^2 q^2) + -v_F(k\tilde{\sigma})(\omega^2 + v_F^2 q^2) + v_F^2(q\tilde{\sigma})2(kq) \right) =
$$

(S5)

It is evident that for $D(q, \omega) \sim (\omega^2 + (cq)^2)$ the integral diverges as $1/q$, thus the fermion and boson self-energies need, in principle, to be considered on equal footing. Finally, we consider the lowest-order vertex correction in Fig. S4 [III] (for the RG purposes it is enough to take all the incoming momenta/frequencies to be 0):

$$
\Gamma = \lambda^3 \int \frac{d^2q d\omega}{(2\pi)^3} D(i\omega, q)\sigma_3 G(i\omega, q)\sigma_3 G(i\omega, q)\sigma_3 =
$$

(S6)

$$
= -\lambda^3 \sigma_3 \int \frac{d^2q d\omega}{(2\pi)^3} D(i\omega, q) \frac{1}{\omega^2 + v_F^2 q^2}.
$$

**RG: Cylindrical (Momentum) Shell in 2D**

We now take the second-order terms in $q, \omega$ in (S3), first-order in $\varepsilon, p$ in (S5), and set the incoming momenta/frequencies to zero in (S6) and evaluate the integrals on the momentum shell $k, q \in [\Lambda e^{-d l}, \Lambda], \varepsilon, \omega \in [-\infty, \infty]$. Note also that we take the frequency/momenta of Green’s functions in the polarization operator to be $\varepsilon + \omega, p + q$ and $\varepsilon, p$, unlike (S3). We get

$$
\delta\Pi = -\frac{\lambda^2}{8\pi v_F^4} (\omega^2 + (v_F q)^2)/2 \frac{dl}{\Lambda} \quad \delta\Sigma = -i\varepsilon \frac{\lambda^2}{4\pi c_s(c_s + v_F)^2} \frac{dl}{\Lambda} + v_F(k\tilde{\sigma}) \frac{\lambda^2}{8\pi v_F(c_s + v_F)^2} \frac{dl}{\Lambda}
$$

$$
\delta\Gamma(0,0) = -\sigma_3 \frac{\lambda^2}{4\pi c_s v_F(c_s + v_F)} \frac{dl}{\Lambda}
$$

We define now the renormalized propagators for fermions $G = (G_0^{-1} - \Sigma)^{-1}$ and bosons $D = (D_0^{-1} - \Pi)^{-1}$:

$$
D = \frac{1}{a_\phi(l)^2\omega^2 + (c_s(l))^2 q^2}, \quad G = \frac{1}{i a_\phi(l)\varepsilon - v_F(l)k \cdot \sigma}.
$$

Evaluating the same diagrams with these propagators we get:

$$
\delta\Pi = -\frac{\lambda^2/(a_\phi)^2}{8\pi (v_F/a_\phi)^2} (\omega^2 + (v_F q/a_\phi)^2)/2 \frac{dl}{\Lambda} \quad \delta\Sigma = -i\varepsilon \frac{\lambda^2}{4\pi (c_s/a_\phi)(c_s + v_F/a_\phi)} \frac{dl}{\Lambda} + (v_F/a_\phi)(k\tilde{\sigma}) \frac{\lambda^2/(a_\phi a_\phi^2)}{8\pi (v_F/a_\phi)(c_s/a_\phi + v_F/a_\phi)} \frac{dl}{\Lambda}
$$

$$
\delta\Gamma(0,0) = -\sigma_3 \frac{\lambda^2}{4\pi (c_s/a_\phi)(v_F/a_\phi)(c_s/a_\phi + v_F/a_\phi)} \frac{dl}{\Lambda}
$$

Introducing the dimensionless coupling constant $\alpha = \frac{\lambda^2}{8\pi v_F^3}$ and extending the previous results to the case of $N_f$
Dirac nodes, the RG equations can now be derived:

\[
\frac{da}{dl} = \alpha a_{\varphi} N_f;
\]

\[
\frac{dc}{dl} = N_f c N_f / (2 a_{\varphi});
\]

\[
\frac{d\omega}{dl} = \frac{2 \omega F^2}{a_{\varphi}^2 c_s / a_{\varphi} + v_F / a_{\varphi}^2} = \frac{2 \omega a_{\varphi}^2 / a_{\varphi}^2}{\eta(1 + \eta)^2};
\]

\[
\frac{d\nu}{dl} = \frac{\alpha v_F a_{\varphi}^2}{(1 + \eta)^2};
\]

\[
\frac{d\alpha}{dl} = \alpha + 2 \alpha \frac{1 \lambda}{\lambda dl} - 3 \alpha \frac{1 \nu_F}{v_F} dl = \frac{\alpha - 4 \alpha^2 a_{\varphi}^2 / (1 + \eta)^2}{\eta(1 + \eta)^2};
\]

\[
\frac{d\eta}{dl} = \eta \left( \frac{\alpha a_{\varphi} / a_{\varphi}^2}{4 \eta^2}; \frac{2 \alpha a_{\varphi}^2 / a_{\varphi}^2}{(1 + \eta)^2} - \frac{\alpha a_{\varphi}^2 / a_{\varphi}^2}{(1 + \eta)^2} \right) = \eta \left( \frac{\alpha a_{\varphi} / a_{\varphi}^2}{2 \eta^2} - 1 \right) + \frac{\eta a_{\varphi}^2 / a_{\varphi}^2}{2 (1 + \eta)^2} \left( \frac{2}{\eta - 1} \right);
\]

where \( \eta = a_{\varphi} c_s / (a_{\varphi} v_F) \). The RG flow is fully described by the four coupled equations for \( a_{\varphi}, a_{\varphi}, \alpha \) and \( \eta \):

\[
\frac{da_{\varphi}}{dl} = \frac{\alpha a_{\varphi} N_f}{2 a_{\varphi}};
\]

\[
\frac{dc}{dl} = \frac{2 \alpha a_{\varphi}^2 / a_{\varphi}^2}{\eta(1 + \eta)^2};
\]

\[
\frac{d\alpha}{dl} = \alpha - 4 \alpha^2 a_{\varphi}^2 / (1 + \eta)^2 - \frac{3 \alpha^2 a_{\varphi}^2 / a_{\varphi}^2}{(1 + \eta)^2};
\]

\[
\frac{d\eta}{dl} = \eta \left( \frac{1}{2 \eta^2} - 1 \right) + \frac{\eta a_{\varphi}^2 / a_{\varphi}^2}{(1 + \eta)^2} \left( \frac{2}{\eta - 1} \right);
\]

It is furthermore useful to rewrite those using the coupling constant \( \beta = \frac{\chi_{a_{\varphi}}}{\pi v_F a_{\varphi}^2 \lambda} \):

\[
\frac{da_{\varphi}}{dl} = \frac{\beta a_{\varphi} N_f}{2 a_{\varphi}};
\]

\[
\frac{dc}{dl} = \frac{2 \beta a_{\varphi}^2 / a_{\varphi}^2}{\eta(1 + \eta)^2};
\]

\[
\frac{d\beta}{dl} = \beta - 4 \frac{\beta^2}{\eta(1 + \eta)} - \frac{3 \beta^2}{(1 + \eta)^2} + \beta \left( \frac{2 \beta}{\eta(1 + \eta)^2} - \beta N_f \right);
\]

\[
\frac{d\eta}{dl} = \eta \beta N_f \left( \frac{1}{2 \eta^2} - 1 \right) + \eta \beta \left( \frac{2}{\eta - 1} \right).
\]

from the equation for \( \beta \) it is evident that \( \beta = 0 \) fixed point is unstable; increasing \( \beta \) drives the increase of \( a_{\varphi} \) and \( a_{\varphi} \); in the limit \( a_{\varphi} \to \infty \) (or, alternatively, \( Z_{\varphi} \equiv 1 / a_{\varphi} = 0 \)) there exists a fixed point at \( \eta = \eta_0, \beta = \beta_0 Z_{\varphi}, Z_{\varphi} = 0 \) (see an example of the flow in Fig. S5). For \( N_f \gg 1, \eta_0 = 1 \) and \( \beta_0 = N_f^{-1} \).

We can also estimate the anomalous scaling properties near the fixed point. One has then \( a_{\varphi} = e^{i \beta_0 N_f / 2}; a_{\varphi} \sim e^{i \beta_0 / (1 + \eta_0)^2}; v_F \sim e^{i (1 + \eta_0)^2} \) and \( c_s \sim \exp \beta_0 [N_f / 2 + (1 - 2 / \eta_0)](1 + \eta_0)^2 \). Note that there is a correction to the dynamical critical exponent as the momentum scale differently: \( z \neq 1 \), but this deviation is the same for both bosons and fermions. As \( l \sim - \log(k) \) and the momentum we get that \( \varepsilon, k \to e^{i \varepsilon (1 + \eta_0)^2} \) for fermions and \( \omega, q \to \omega^{1 - \beta_0 N_f / 2}, q^{1 - \beta_0 [N_f / 2 + (1 - 2 / \eta_0)](1 + \eta_0)^2} \) for bosons. For \( N_f \to \infty \) we recover the RPA result: \( \omega \to \omega \) and \( q \to q \). One can see that \( N_f \) can be used to control the fixed point value of the coupling constant allowing for a possible justification of the weak-coupling RG.
FIG. S5. RG flow for $N_f = 2; \beta(0) = 0.01; \eta(0) = 0.1, Z_\varphi(0) = Z_\psi(0) = 1$; black dashed lines are fixed point values $\beta_0 \approx 0.22$ and $\eta_0 \approx 0.88$.

$\varepsilon$-Expansion

A different way to arrange an RG scheme in 2D is to expand in space dimensionality around the upper critical dimension, i.e. $d = 3$. The integration is performed then on the momentum shell in 3D, and since all integrals are logarithmically divergent, it is sufficient for the leading order in $d - 3$ to perform the angular averaging may be performed in 3D [72]. Additionally, $\sigma$ matrices are to be replaced with $\gamma$ matrices, such that a mass term anticommuting with the non-interacting Hamiltonian is allowed. The results are:

$$
\delta \Pi = -\frac{\lambda^2}{4\pi^2v_F}(\omega^2 + (v_F q)^2) \frac{dl}{\Lambda^{3-d}},
$$

$$
\delta \Sigma = -i\varepsilon \frac{\lambda^2}{4\pi^2 c_s(c_s + v_F)^2} \frac{dl}{\Lambda^{3-d}} + v_F(\kappa \bar{\sigma}) \frac{\lambda^2}{4\pi^2} \frac{2c_s + v_F}{3v_F c_s(c_s + v_F)^2} \frac{dl}{\Lambda^{3-d}},
$$

$$
\delta \Gamma(0,0) = -\gamma_m \frac{\lambda^2}{4\pi^2 c_s v_F(c_s + v_F)} \frac{dl}{\Lambda^{3-d}}.
$$
Defining the coupling constant \( \alpha = \frac{\lambda^2}{4\pi v_F \Lambda^3 a_{\psi}} \) and reevaluating the contributions above with renormalized Green’s functions we get the RG equations:

\[
\begin{align*}
\frac{da_{\psi}}{dl} &= \alpha a_{\psi} N_f; \\
\frac{da_{\psi}}{dl} &= N_f \alpha v_F^2 / a_{\psi}; \\
\frac{da_{\phi}}{dl} &= \frac{\alpha a_{\phi}^2 / a_{\psi}^2}{\eta (1 + \eta)^2}; \\
\frac{dv_F}{dl} &= \frac{\alpha v_F a_{\psi}^2 / a_{\phi}^2}{(1 + \eta)^2} 2\eta + 1; \\
\frac{d\alpha}{dl} &= (3 - d) \alpha - \frac{3}{2} \alpha^2 a_{\psi}^2 / (\eta (1 + \eta)^2) - \frac{\alpha^2 a_{\phi}^2 / a_{\psi}^2 (2\eta + 1)}{\eta (1 + \eta)^2}; \\
\frac{d\eta}{dl} &= \frac{\eta \alpha a_{\phi} N_f}{2 a_{\phi}^2} (\frac{1}{\eta^2} - 1) + \frac{\eta \beta}{(1 + \eta)^2} 2(1 - \eta) / 3\eta,
\end{align*}
\]

where \( \eta = a_{\psi} c_s / (a_{\phi} v_F) \). The RG flow is fully described by the four coupled equations for \( a_{\psi}, a_{\phi}, \eta \) and \( \beta \equiv \frac{\lambda^2 a_{\psi}}{4\pi v_F \Lambda^3 a_{\phi}} = \alpha a_{\phi} a_{\psi}^2 / a_{\phi}^2 \):

\[
\begin{align*}
\frac{da_{\phi}}{dl} &= \frac{\beta N_f a_{\phi}}{2}; \\
\frac{da_{\psi}}{dl} &= \frac{\beta a_{\phi}}{\eta (1 + \eta)^2}; \\
\frac{d\beta}{dl} &= (3 - d) \beta - \frac{3}{2} \beta^2 / (\eta (1 + \eta)^2) - \frac{\beta^2 (2\eta + 1)}{(1 + \eta)^2} + \frac{\beta^2}{\eta (1 + \eta)^2} - \beta^2 N_f; \\
\frac{d\eta}{dl} &= \frac{\eta \beta N_f}{2} (\frac{1}{\eta^2} - 1) + \frac{\eta \beta}{(1 + \eta)^2} 2(1 - \eta) / 3\eta.
\end{align*}
\]

The fixed point of these equations is at \( \eta = 1 \), from which it follows that at fixed point \( \beta = \frac{3 - d}{N_f + 3/2} \). One gets then \( a_{\phi} \sim e^{2l} \) and (see equations above) \( v_F \sim e^{\frac{\beta}{N_f + 3/2}} = e^{\frac{2l}{3}} \). For bosons \( a_{\phi} \sim e^{\frac{\beta N_f}{3}} \) and consequently \( c_s \sim \eta a_{\phi} v_F / a_{\phi} \sim e^{\frac{2l}{3}} \). We thus recover that the Non-Fermi liquid here has time and space (momentum and frequency) scaling in the same way at the fixed point - i.e. emergent Lorentz invariance, as is known to be the case in this model [62, 63].

Weyl Nodal Point in 3D

Another important case is the Weyl point in 3D. These should be generic to systems with either broken \( \mathcal{T} \) or \( \mathcal{P} \); as the latter corresponds to the QCP we study we consider a polar QCP in a Weyl system with no TRS. If we neglect possible anisotropies, the Hamiltonian takes the form

\[
H_W = v_F \mathbf{k} \cdot \mathbf{\sigma}
\]

\[
H_{\text{coupl}} = \lambda \sum_{\mathbf{q}, \mathbf{k}} \mathbf{\sigma}^i c_{\mathbf{k} + \mathbf{q}/2} \mathbf{\sigma}^j c_{\mathbf{k} - \mathbf{q}/2}.
\]

Let us consider now the boson self-energy (note the indices due to vector coupling, diagrams here in what follows look equivalent to those in Fig. S4):

\[
\Pi_{\alpha\beta}(i\omega, \mathbf{q}) = -\lambda^2 \int \frac{d\varepsilon d\mathbf{k}}{(2\pi)^4} \text{Tr} [\sigma_\alpha G_0 (i(\varepsilon + \omega_n/2), \mathbf{k} + \mathbf{q}/2) \sigma_\beta G_0 (i(\varepsilon_n - \omega_n/2), \mathbf{k} - \mathbf{q}/2)] =
\]

\[
= 2\lambda^2 \int \frac{d\varepsilon d\mathbf{k}}{(2\pi)^4} \frac{\varepsilon_+ \varepsilon_- - k_{\alpha+} k_{\alpha-} + \sum_{\beta \neq \alpha} k_{\beta+} k_{\beta-}}{(\varepsilon_+^2 + v_F^2 k_+^2)^2 (\varepsilon_-^2 + v_F^2 k_-^2)^2}.
\]
FIG. S6. RG flow for $N_f = 2; \beta(0) = 0.01; \eta(0) = 0.1, Z_\psi(0) = Z_\psi(0) = 1$; black dashed lines are fixed point values $\beta_0 \approx 0.286$ and $\eta_0 = 1$.

Evaluating the integrals even for $T = 0$ is quite complicated and the existing results are specifically for real frequencies[73, 74], so we limit ourselves to calculations on the momentum shell $k \in [\Lambda e^{-d}, \Lambda]$, $\omega \in [-\infty, \infty]$. One gets

$$\delta \Pi_{\alpha\alpha} = -\frac{\lambda^2}{\pi^2 v_F^3} \frac{\omega^2 + \sum_{\beta \neq \alpha} v_F^2 q^2_{\beta}}{12} dl.$$  

Off-diagonal components are also non-zero:

$$\Pi_{\alpha\beta}(i\omega, q) = -\lambda^2 \int \frac{d^3k}{(2\pi)^4} \text{Tr} \left[ \sigma_\alpha G_0(i(\varepsilon_n + \omega_n/2), k + q/2)\sigma_\beta G_0(i(\varepsilon_n - \omega_n/2), k - q/2) \right] =$$

$$= -\lambda^2 \int \frac{d^3k}{(2\pi)^4} \frac{2(k_{\alpha, +} k_{\beta, -} + k_{\beta, +} k_{\alpha, -}) + i\text{Tr}[\sigma_\alpha \sigma_\gamma \sigma_\beta](\omega k_\gamma - \varepsilon q_\gamma)}{(\varepsilon_+^2 + v_F^2 k^2_+)(\varepsilon_-^2 + v_F^2 k^2_-)} ,$$

where $\gamma \neq \alpha, \beta$. Evaluating the integrals for the momentum shell we get (note that the second term in the numerator does not contribute a logarithmically divergent term[74]):

$$\delta \Pi_{\alpha\beta} = \frac{\lambda^2}{\pi^2 v_F^3} \frac{v_F^2 q_{\alpha} q_{\beta}}{12} dl.$$  

One can combine both contributions in the following simple form:

$$\delta \Pi_{\alpha\beta} = -\frac{\lambda^2}{\pi^2 v_F^3} \frac{\omega^2 + v_F^2 (q^2 \delta_{\alpha\beta} - q_{\alpha} q_{\beta})}{12} dl. \quad (S13)$$

The momentum-dependent part of this self-energy is non-zero for transverse, but not longitudinal modes; hence we are led to necessity of considering the difference between longitudinal and transverse phonon velocities. We consider
the following form of the bare bosonic propagator:

\[ D^0_{\alpha\beta} = \frac{1}{(\omega^2 + c_T^2 q^2)\delta_{\alpha\beta} + (c_L^2 - c_T^2)q_\alpha q_\beta} = \frac{\delta_{\alpha\beta} - q_\alpha q_\beta/q^2}{\omega^2 + c_T^2 q^2} + \frac{q_\alpha q_\beta/q^2}{\omega^2 + c_L^2 q^2} = \]

\[ \equiv A(\omega, q)\delta_{\alpha\beta} + B(\omega, q)q_\alpha q_\beta, \]

where \( A(\omega, q) = (\omega^2 + c_T^2 q^2)^{-1} \) and \( q^2 B(\omega, q) = -(c_L^2 - c_T^2)(\omega^2 + c_T^2 q^2)^{-1}(\omega^2 + c_T^2 q^2)^{-1} \). With this we can move to the fermionic self-energy:

\[ \Sigma(i\epsilon, k) = \lambda^2 \int d^3q d\omega (2\pi)^4 D^0_{\alpha\beta}(-q, -\omega)\sigma_\alpha G(i(\epsilon + \omega), k + q)\sigma_\beta = \]

\[ = -\lambda^2 \int d^3q d\omega (2\pi)^4 D^0_{\alpha\beta}(q, \omega)\sigma_\alpha \frac{i(\epsilon + \omega) + v_F(k + q)\sigma}{(\epsilon + \omega)^2 + v_F^2(k + q)^2}\sigma_\beta \approx \]

\[ \approx -\lambda^2 \int d^3q d\omega \left( \frac{1}{(2\pi)^4} \frac{i(\epsilon + \omega) + v_F(k + q)\sigma}{(\omega^2 + v_F^2 q^2)^2} D^0_{\alpha\beta}(q, \omega)\sigma_\alpha \sigma_\beta + \right. \]

\[ \left. + \left( \frac{\sigma_\alpha(k \cdot \sigma)\sigma_\beta}{\omega^2 + v_F^2 q^2} \sigma_\alpha \sigma_\beta \right) + \frac{2}{(2\pi)^4} \frac{\sigma_\alpha(k \cdot \sigma)\sigma_\beta}{(\omega^2 + v_F^2 q^2)^2} D^0_{\alpha\beta}(q, \omega) = \right. \]

\[ \left. \frac{1}{3} \frac{\omega^2 + v_F^2 q^2}{(\omega^2 + v_F^2 q^2)^2} \right) \]

resulting in

\[ \delta \Sigma = \frac{-i\epsilon}{4\pi^2} \left( \frac{2}{c_T(c_T + v_F)^2} + \frac{1}{c_L(c_L + v_F)^2} \right) dl + v_F k \cdot \sigma \frac{\lambda^2}{4\pi^2} \left( -\frac{2}{3c_T(c_T + v_F)^2} + \frac{3v_F + 2c_L}{3c_L v_F(c_L + v_F)^2} \right) dl. \]  

Finally, the vertex correction is:

\[ \delta \Gamma_i = \lambda^3 \int d^3q d\omega (2\pi)^4 D_{\alpha\beta}(-i\omega, -q)\sigma_\alpha G(i\omega, q)\sigma G(i\omega, q)\sigma_\beta = \]

\[ = \lambda^3 \int d^3q d\omega (2\pi)^4 \frac{\sigma_\alpha(-i\omega, -q)\sigma_\beta}{\omega^2 + v_F^2 q^2} \sigma_\alpha \sigma_\beta \approx \]

\[ \approx \lambda^3 \sigma_\gamma \int d^3q d\omega \left( \frac{2}{(2\pi)^4} \frac{\omega^2 + v_F^2 q^2}{(\omega^2 + v_F^2 q^2)^2} \right) dl \]

Analogously to the 2D Dirac case we proceed

\[ \frac{da_{\alpha\beta}}{dl} = N_f \frac{\lambda^2}{12\pi^2 v_F} a_{\alpha\beta} \]

\[ \frac{dc_T}{dl} = N_f \frac{\lambda^2}{12\pi^2 v_F} a_{\alpha\beta} \]

\[ \frac{dc_T}{dl} = 0 \]

\[ \frac{da_{\alpha\beta}}{dl} = \frac{\lambda^2}{4\pi^2 a_{\alpha\beta}} \left( \frac{2}{(c_T/a_{\alpha})(c_T/a_{\alpha} + v_F/a_{\alpha})^2} + \frac{1}{(c_L/a_{\alpha})(c_L/a_{\alpha} + v_F/a_{\alpha})^2} \right) \]

\[ \frac{dv_F}{dl} = \frac{\lambda^2 v_F/a_{\alpha}}{4\pi^2 a_{\alpha}} \left( \frac{2}{(c_T/a_{\alpha})(c_T/a_{\alpha} + v_F/a_{\alpha})^2} + \frac{3(v_F/a_{\alpha}) + 2(c_L/a_{\alpha})}{3(c_L/a_{\alpha})(v_F/a_{\alpha})(c_L/a_{\alpha} + v_F/a_{\alpha})^2} \right) \]

\[ \frac{d\lambda}{dl} = \frac{\lambda^3}{6\pi^2 a_{\alpha}^2} \left( \frac{1}{(c_T/a_{\alpha})(c_T/a_{\alpha} + v_F/a_{\alpha})^2} + \frac{3(v_F/a_{\alpha}) + 2(c_L/a_{\alpha})}{2(c_L/a_{\alpha})(v_F/a_{\alpha})(c_L/a_{\alpha} + v_F/a_{\alpha})^2} \right) \]
One can combine the above equations to obtain an equation for \( \eta \).

In this limit, \( \eta \) exhibits slow decrease. This allows one to extract the large-\( l \) asymptotic analytically in the limit \( \eta \rightarrow 0 \) \( \alpha \gg 1 \). In this limit, \( \eta \) reaches a fixed-point value of 1. The remaining equations are simplified as follows:

\[
\frac{d\alpha}{dl} = \frac{3\alpha}{\eta_L}; \quad \frac{d\eta}{dl} = -3\alpha^2; \quad \frac{d\eta}{dl} = -\frac{\eta\eta_f\alpha}{2};
\]

One can combine the above equations to obtain an equation for \( \beta \equiv \frac{\alpha}{\eta_L} \):

\[
\frac{d\beta}{dl} = -3\beta^2 + \frac{\eta_f}{2} \beta^2 \eta_L \approx -3\beta^2,
\]

resulting in the large-\( l \) asymptotic \( \beta \rightarrow 1/(3l) \). Using this, we obtain:

\[
\eta \rightarrow \frac{6}{Nf \log l}; \quad \beta \approx \frac{1 + \log l}{l} + O((\log l)^{-2}) \quad \alpha \rightarrow \frac{2}{Nf \log l}; \quad a_\psi \rightarrow \text{const} \cdot l; \quad a_\phi \rightarrow \text{const} \cdot \log l; \quad \eta = 1.
\]
Thus, we find that $\eta_L/\eta_T = c_L/c_T \to 0$ indicating that the transverse phonon velocity hardens, while the fermionic quasiparticle residue vanishes as $1/l$ taking into account that $l = \log(k^{-1}, \omega^{-1})$ that means that there are logarithmic non-Fermi liquid corrections. On the other hand, the bosonic quasiparticle residue vanishes only as $1/\log l$, i.e. the bosons receive only loglog corrections and are relatively well-defined at the QCP.

Let us also evaluate the asymptotic behavior of the other observables:

\[
\frac{dv_T^2}{dl} = N_f \alpha c_T^2/\eta_T^2 \to c_T^2 = \text{const}(\log l)^2,
\]
\[
\frac{dv_F}{dl} \approx 3\alpha v_F/\eta_L = v_F/l \to v_F = \text{const} \cdot l.
\]

The asymptotic form of the propagators is thus

\[
D_T(i\omega, q) \sim \frac{1}{a(\omega \log \omega^{-1})^2 + b(q \log q^{-1})^2};
\]
\[
D_L(i\omega, q) \sim \frac{1}{(a \omega \log \omega^{-1})^2 + c_L^2 q^2};
\]
\[
G(i\varepsilon, k) \sim \frac{1}{ia \varepsilon \log \varepsilon^{-1} + b \log k^{-1} |\vec{k} \cdot \vec{\sigma}|}.
\]  

\[\text{(S23)}\]

### Nodal Surface Systems

Results for the case of a nodal surface are actually easily obtained from above by taking $\gamma = 0$ in Eq. (2) of the main text and generalizing $\frac{k^2 + k_x^2}{2m} \to \varepsilon(\vec{k})$ and then $\varepsilon(\vec{k} + \vec{q}/2) \approx v_F(\theta, \varphi)|\vec{k} - \vec{k}_F(\theta, \varphi)| + \vec{v}_F(\theta, \varphi) \vec{q}/2$. After similar steps we get

\[
\Pi(i\omega_n, q) = \int d\varepsilon \sin \theta d\theta \frac{g(\sqrt{\omega_n^2 + (\vec{v}_F(\theta, \varphi) \vec{q})^2})}{v_F(\theta, \varphi) g(\omega_n)}
\]

\[
g(\omega_n) = \int \frac{d\xi}{(2\pi)^3} \frac{\xi}{(4\xi^2 + \omega_n^2)} = \frac{1}{\log \frac{\Lambda^2}{\mu^2 + \omega_n^2}}
\]

Note that there is an infrared log-divergence for $\mu = 0$, $T = 0$ that actually signifies that a polar instability will occur for arbitrary weak coupling with the conduction electrons and boson mass as is expected from a situation with perfect nesting. Thus a QCP may only occur for finite $\mu$, driven by the initial boson mass. At this QCP one has

\[
g(\omega_n) = \int \frac{d\xi}{(2\pi)^3} \frac{\xi}{(4\xi^2 + \omega_n^2)} = \frac{1}{\log \frac{\Lambda^2}{\mu^2 + \omega_n^2}}
\]

where $\Lambda$ is the UV cutoff. One can see that the dynamical critical exponent here remains the same and thus one expects only log-corrections due to quartic interboson interactions.

### Effect of Coulomb Interactions

Let us now consider the effects of Coulomb interactions:

\[
\int d^4rd\tau \sum_{\alpha, \beta} \frac{e^2}{|r - r'|} \left[ \Psi^\dagger_\alpha(\vec{r}, \tau) \Psi_\alpha(\vec{r}, \tau) + Q_0 \nabla \cdot \varphi(\vec{r}, \tau) \right] \cdot
\]

\[
\left[ \Psi^\dagger_\beta(\vec{r}', \tau) \Psi_\beta(\vec{r}', \tau) + Q_0 \nabla \cdot \varphi(\vec{r}', \tau) \right] =
\]

\[
= \int d^4q d\omega V_{\text{Coul}}(\vec{q}) \left[ \sum_{\alpha} \int d^4k d\varepsilon \Psi^\dagger_\alpha(\vec{k} + \vec{q}, \varepsilon + \omega) \Psi_\alpha(\vec{k}, \varepsilon) + iQ_0 \vec{q} \cdot \varphi(\vec{q}, \omega) \right] \cdot
\]

\[
\left[ \int d^4k' d\varepsilon' \left( \sum_{\beta} \Psi^\dagger_\beta(\vec{k}' - \vec{q}, \varepsilon' - \omega) \Psi_\beta(\vec{k}', \varepsilon') \right) - iQ_0 \vec{q} \cdot \varphi(-\vec{q}, -\omega) \right]
\]

\[\text{(S24)}\]
where $V_{Coul}(q)$ is the Fourier transform of $1/r$ in $d$ dimensions, $\alpha$ are the internal fermionic degrees of freedom (i.e., spin and band) and $Q_0$ is proportional to the effective dipole moment of the optical phonon displacement. To perform preliminary scaling analysis we rewrite this term using an auxiliary field $\Phi(r, \tau)$:

$$S_{Coul} = \int d^d q d\omega \Phi(q, \omega) V_{Coul}^{-1}(q) \Phi(-q, -\omega) +$$

$$+ i e \int d^d q d\omega d^d k d\varepsilon \Phi(q, \omega) \Psi_i^\dagger(k + q, \varepsilon + \omega) \Psi_i(k, \varepsilon) +$$

$$+ Q_0 \int d^d q d\omega [q \cdot \vec{\varphi}(q, \omega)] \Phi(-q, -\omega),$$

(S25)

where integrating over $\Phi(q, \omega)$ results in the usual form of the Coulomb interaction.

**Nodal line in 3D**

The way to understand this case is to consider first separately the fermion-Coulomb and fermion-polar boson problems independently (as if there were no Coulomb coupling between bosons and fermions and no effect of Coulomb on bosons) and then include the remaining effects.

As is shown above, the RPA-like fixed point is stable for the fermion-boson and the fermion-Coulomb [56] problems; thus we can start by replacing the bare bosonic propagator $D_0 \rightarrow (-\Pi_{\sigma_3}(i\omega, q))^{-1}$ and the Coulomb interaction $V_{Coul} \rightarrow (-\Pi(i\omega, q))^{-1}$, where both polarization operators are linear in $q$ at low $q$.

We can now find the scaling dimensions of two remaining terms that emerge due to Coulomb interaction. The fermion-boson interaction is

$$\int d^d q d\omega d^d k d\varepsilon \sum_{\alpha, \beta} V_{Coul}(q) iQ_0 q \cdot \vec{\varphi}(q, \omega) \Psi_i^\dagger(k + q, \varepsilon + \omega) \Psi_i(k, \varepsilon),$$

As $[V_{Coul}] = -1$ the scaling dimension of this term is same as Yukawa coupling and it’s irrelevant. The boson-boson term is

$$\int d^d q d\omega V_{Coul}(q) Q_0^2 [q \cdot \vec{\varphi}(q, \omega)] [q \cdot \vec{\varphi}(-q, -\omega)],$$

has the scaling dimension $-d + 1 - 2(1 - (d + 2)/2) = 0$ and is marginal. However, its effect can be easily included as it is only a quadratic term:

$$D_{Coul}(i\omega, q) = (-\Pi_{\sigma_3}(i\omega, q) + V_{Coul}(q) Q_0^2 q^2 \cos^2 \eta),$$

where $\eta$ is the angle between $q$ and the polarization of $\varphi$.

**Nodal Points**

The first observation one can make is that the coupling $Q_0$ in (S25) has the scaling dimension $-d + 2 - d - (d + 3)/2 = (d - 1)/2$ ([$\Phi] = -(d + 1 - (d - 1))/2 = -d$, [$\varphi] = -(d + 3)/2$) and is relevant for $d > 1$. Furthermore, it receives no perturbative corrections and, consequently, always flows to strong coupling. On the other hand, the coupling to fermions is always marginal $[\varepsilon] = -(2(d + 1) - (d + 2) - d) = 0$. Thus, we take the boson-Coulomb coupling into account first, which can be done exactly. Note that this is in principle equivalent to solving for the eigenmodes of the Coulomb-polar mode system in each step of RG: since there’s only a quadratic coupling between them, fields with momenta belonging to different shells do not mix. It results in renormalized bosonic propagator and Coulomb interaction:

$$V_{Coul}(i\omega, q) = \frac{1}{A_d q^{d-1} + Q_0^2 \sum_{ab} q_a q_b D_0^{ab}(i\omega, q))},$$

$$D^{ab}(i\omega, q) = \frac{1}{[D_0^{ab}(i\omega, q)]^{-1} + Q_0^2 \sum_{ab} q_a q_b q^{1-d}},$$

where $A_d = 1/(4\pi)$ in 3D and $1/(2\pi)$ in 2D, respectively.
Weyl point 3D

In the case of 3D Weyl point we take the isotropic system \( D_0^{ab}(i\omega, q) = \delta_{ab}(\omega^2 + c^2 q^2)^{-1} \) to get the Coulomb interaction to be

\[
V_{Coul}(i\omega, q) = \frac{4\pi(\omega^2 + c^2 q^2)}{q^2(\omega^2 + c^2 q^2) + 4\pi Q_0^2 q^2}.
\]

Clearly, such a renormalization changes the scaling dimension of the field \( \Phi \). Under the assumption of \( z = 1 \) we get \(|\Phi| = -(d+1)/2\) and \(|e| = (1-d)/2\), irrelevant for \( d > 1 \). Thus, the polar mode at the QCP screens the Coulomb interaction with fermions out and we can neglect it in the RG analysis. On the other hand, the bosonic propagator is now:

\[
D^{ab}(i\omega, q) = \frac{1}{(\omega^2 + c^2 q^2)\delta_{ab} + 4\pi Q_0^2 q_\alpha q_\beta / q^2} = \frac{\delta_{ab} - q_\alpha q_\beta / q^2}{\omega^2 + c^2 q^2} + \frac{q_\alpha q_\beta / q^2}{\omega^2 + c^2 q^2 + 4\pi Q_0^2},
\]

i.e. the longitudinal mode is gapped and absent from the scaling limit. Thus, the RG equations for this case can be obtained by simply taking the limit \( c_L \to \infty \):

\[
\begin{align*}
\frac{d\alpha}{dl} &= \frac{N_f \alpha \omega}{2}; \\
\frac{d\alpha}{dl} &= \frac{6 \alpha \omega}{\eta_T(1 + \eta_T)^2}; \\
\frac{d\alpha}{dl} &= \frac{\alpha^2}{\eta_T}( -N_f + \frac{10}{\eta_T(1 + \eta_T)^2} ); \\
\frac{d\eta_T}{dl} &= \frac{\eta_T N_f \alpha}{2}( \frac{1}{\eta_T} - 1 ) + \frac{8\alpha}{(1 + \eta_T)^2}.
\end{align*}
\]

(S26)

In this case \( \eta_T \) still exhibits a stable fixed point at \( \eta_T = \eta_T^0 \), however it is now not equal to 1:

\[
\frac{\eta_T^0 N_f}{2}( \frac{1}{(\eta_T^0)^2} - 1 ) + \frac{8}{(1 + \eta_T^0)^2} = 0.
\]

It is important that: a) \( \eta_T^0 > 1 \); b) for \( N_f = 2 \) numerical solution is \( \eta_T^0 \approx 1.69 \). Using this estimates one can show that the r.h.s. of the equation for \( \alpha \) is always negative at this fixed point value and thus the system once again flows to weak coupling. The asymptotic behavior of the RG equations solution is given by:

\[
\alpha \approx 1/(\kappa_0 l); \quad a_\alpha \rightarrow t^{N_f/(2\kappa_0)}; \quad a_\psi \rightarrow \frac{\psi}{(\eta_T^0)^2 \kappa_0} \quad \eta_T^0 \approx \left| N_f \rightarrow \infty \right| = 1 + \frac{2}{N_f}; \quad \kappa_0 = -\left( \frac{-N_f + \frac{10}{\eta_T^0(1 + \eta_T^0)^2}}{\eta_T^0(1 + \eta_T^0)^2} \right) \approx \left| N_f \rightarrow \infty \right| = N_f,
\]

where one notes that the bosonic quasiparticle residue now also vanishes as a power-law in \( l \), i.e. as a power-law in logarithm of the frequency/momentum. Also

\[
\frac{dc_T^2}{dl} = \frac{N_f \alpha c_T^2}{\eta_T^2} \rightarrow c_T^2 = \text{const.} \cdot l^{N_f/(\kappa_0 \eta_T^0)^2}; \quad \frac{dv_F}{dl} = -\frac{2\alpha v_F}{\eta_T^0(1 + \eta_T^0)^2} \rightarrow v_F = \text{const.} \cdot l^{-2/(\eta_T^0(1 + \eta_T^0)^2 \kappa_0)}
\]

The form of the critical propagators is:

\[
\begin{align*}
D_L(i\omega, q) &\sim \frac{1}{a\omega^2(\log \omega^{-1}) N_f/\kappa_0 + (c_L q)^2}; \\
D_T(i\omega, q) &\sim \frac{1}{a\omega^2(\log \omega^{-1}) N_f/\kappa_0 + b q^2(\log q^{-1}) N_f/\kappa_0(\eta_T^0)^2}; \\
G(i\epsilon, k) &\sim \frac{1}{ia\epsilon(\log \epsilon^{-1}) N_f/(8\kappa_0)(1 - (\eta_T^0)^2) + b(\log k^{-1}) N_f/(8\kappa_0)(1 - (\eta_T^0)^2) k \cdot \sigma}.
\end{align*}
\]

(S27)
**Dirac point 2D**

For the 2D Dirac case we’ve found that Yukawa coupling occurs for a single component of the polar order only. Thus, we get the Coulomb interaction to be screened by this mode as:

\[ V_{\text{Coul}}(i\omega, \mathbf{q}) = \frac{2\pi(\omega^2 + c^2q^2)}{q(\omega^2 + c^2q^2) + 2\pi Q_0^2q^2}. \]

This renormalization changes the scaling dimension of the field \( \Phi \). However, if \( q_x = 0 \) one seems to recover the bare Coulomb interaction. Thus, we are forced to consider the anisotropy in an essential way. Namely, the angle with the \( x \)-axis should be also considered as an additional coordinate. Namely, \( q_x = q \cos \theta \approx q \theta \) for \( \theta \approx \pi/2 \). Assuming \( z = 1 \) to find the bare scaling dimension we find that \[ \theta = |q, \omega|/2. \] The scaling dimension of the momentum/frequency integral thus becomes \( d + 1 + 1/2 \).

The bosonic propagator is now:

\[ D(i\omega, \mathbf{q}) = \frac{1}{(\omega^2 + c^2q^2) + 2\pi Q_0^2q^2/q} \approx \frac{1}{(\omega^2 + c^2q^2) + 2\pi Q_0^2q^2}. \]

We are now in position to determine the bare scaling dimensions of the Coulomb coupling. We get \[ [\Phi] = -(2d + 0.5)/2, \] \[ \lambda = -(d + 3.5)/2. \] We get \[ [e] = -1/4, \] making it irrelevant. On the other hand, \[ [\lambda] = (2.5 - d)/2, \] relevant for 2D. We now derive the RG equations in the 2D cylindrical scheme for the case. We will also perform the angular integration approximately around \( \theta = \pi/2 \).

Also note that one has to allow for anisotropy when calculating the diagrams. The fermionic self-energy is:

\[ \Sigma(i\varepsilon, \mathbf{k}) = \lambda^2 \int \frac{d^2q d\omega}{(2\pi)^3} D(q, \omega) \sigma_3 G(i\varepsilon) \sigma_3 = \]

\[ \approx -\lambda^2 \int \frac{q dq d\theta}{(2\pi)^3} \left( \frac{1}{(\omega^2 + c^2q^2 + 2\pi Q_0^2q^2)^2} \left( i\varepsilon(-\omega^2 + v_F^2q_x^2 + v_F^2q_y^2) + \frac{2(v_F^2q_xq_y)\sigma_x + v_F^2q_yq_x\sigma_y)}{(\omega^2 + v_F^2q_x^2 + v_F^2q_y^2)^2} \right) \right). \]

The angular integral can be evaluated approximately for \( q, \omega \to 0 \). The strongest singularity is then contained in the bosonic propagator for \( \theta \approx \pi/2 \); moreover, as in the integral the relevant range is \( \cos \theta \sim q \) we can neglect \( q_x \) everywhere except for the bosonic propagator. The result is:

\[ \delta \Sigma(i\varepsilon, \mathbf{k}) \approx -\frac{\lambda^2}{2\pi^2v_F^2\sqrt{2\pi Q_0^2}} \frac{d\lambda}{\sqrt{\Lambda}} \left[ i\varepsilon F_1(c/v_F) - v_F^2q_xq_y F_2(c/v_F) + v_F^2q_yq_x F_1(c/v_F) \right], \]

\[ F_1(x) = \frac{x^2 - 1 + \sqrt{1 - x^2} \log \left[ \frac{1 + \sqrt{1 - x^2}}{x} \right]}{(1 - x^2)^2}, \]

\[ F_2(x) = \frac{\log \left[ \frac{1 + \sqrt{1 - x^2}}{x} \right]}{\sqrt{1 - x^2}}. \]

The vertex correction is evaluated analogously:

\[ \delta \Gamma = -\lambda^3 \sigma_3 \int \frac{d^2q d\omega}{(2\pi)^3} D(i\omega, \mathbf{q}) \frac{1}{\omega^2 + v_F^2q_x^2 + v_F^2q_y^2} \approx \]

\[ \approx -\frac{\lambda^3}{2\pi^2v_F^2\sqrt{2\pi Q_0^2}} \frac{d\lambda}{\sqrt{\Lambda}} F_2(c/v_F). \]
Finally, let us evaluate the correction due to the polarization operator (boson self-energy):

$$\delta \Pi(i\omega, \mathbf{q}) = 2\lambda^2 T \sum_{\varepsilon_n} \int \frac{dke dx dy}{(2\pi)^2} \frac{1}{(\varepsilon + \omega)^2 + v_F^2(k_x + q_x)^2 + v_F^2(k_y + q_y)^2}$$

$$= -\frac{\lambda^2}{2\pi^2 v_F^3} \frac{dl}{X} \left\{ F_\omega(v_F x/v_F y) + 2 \frac{v_F^2}{v_F^2} F_{q_x}(v_F x/v_F y) + \frac{v_F^2}{v_F^2} F_{q_y}(v_F x/v_F y) \right\},$$

$$(S30)$$

Evaluating the same diagrams with renormalized propagators and introducing $N_f$ fermion flavors we get:

$$\delta \Pi = -\frac{N_f \lambda^2}{2\pi^2 (v_F x/v_F y)^3} \frac{dl}{X} \left\{ F_\omega(v_F x/v_F y) + 2 \frac{v_F^2}{v_F^2} F_{q_x}(v_F x/v_F y) + \frac{v_F^2}{v_F^2} F_{q_y}(v_F x/v_F y) \right\}$$

$$\delta \Sigma = -\frac{\lambda^2}{2\pi^2 (v_F x/v_F y)^3} \frac{dl}{2\pi Q^2} \sqrt{\frac{2\pi Q^2}{\alpha'}} \sqrt{\frac{1}{2}}$$

$$\cdot [i\varepsilon \Gamma(c_y a \phi/(a \phi v_F y)) - (v_F y/a \phi)^2 \sigma_2 F_2(c_y a \phi/(a \phi v_F y)) + (v_F y/a \phi) k_y \sigma_y F_1(c_y a \phi/(a \phi v_F y))]

$$\delta \Gamma = -\frac{\lambda^2}{2\pi^2 (v_F x/v_F y)^3} \frac{dl}{2\pi Q^2} \sqrt{\frac{2\pi Q^2}{\alpha'}} \sqrt{\frac{1}{2}} F_2(c_y a \phi/(a \phi v_F y))$$

Defining the coupling constants $\beta_\varphi = \frac{\lambda^2}{2\pi^2 v_F^3} a_\varphi X$, $\beta_\psi = \frac{\lambda^2}{2\pi^2 v_F^3} a_\psi X$ we get:

$$\frac{da_\varphi}{dl} = \frac{N_f \beta_\varphi a_\varphi}{2} F_\omega(\eta_f); \quad \frac{dc_\varphi^2}{dl} = N_f \beta_\varphi (v_F y/a \phi)^2 a_\varphi^2 F_{q_x}(\eta_f); \quad \frac{dc_y^2}{dl} = N_f \beta_\varphi (v_F y/a \phi)^2 a_\phi F_{q_y}(\eta_f);$$

$$\frac{da_\psi}{dl} = \beta_\psi a_\psi F_1(\eta); \quad \frac{dv_F^2}{dl} = -v_F^2 \beta_\psi F_1(\eta); \quad \frac{dv_F^2}{dl} = v_F^2 \beta_\psi F_2(\eta);$$

$$\frac{d\chi}{dl} = -v_F^2 \beta_\psi F_1(\eta);$$

$$\frac{d\beta_\varphi}{dl} = -\frac{\beta_\varphi}{a_\varphi} \frac{da_\varphi}{dl} + 2 \frac{\beta_\varphi}{a_\varphi} \frac{d\chi}{dl} + \beta_\varphi \frac{dc_\varphi^2}{dl} - 3 \beta_\varphi \frac{dv_F^2}{dl} =$$

$$= \beta_\varphi - N_f \beta_\varphi^2 F_\omega(\eta_f) - 2 \beta_\psi \beta_\varphi \frac{dv_F^2}{dl} + 2 \beta_\varphi \frac{dv_F^2}{dl} - 3 \beta_\varphi \frac{dv_F^2}{dl} =$$

$$= \frac{d\beta_\psi}{dl} = -\frac{\beta_\psi}{a_\psi} \frac{da_\psi}{dl} + 2 \frac{\beta_\psi}{a_\psi} \frac{d\chi}{dl} - 2 \beta_\psi \frac{dv_F^2}{dl} =$$

$$= \beta_\psi - \frac{N_f \beta_\psi^2 F_{q_x}(\eta_f)}{2} - 2 \beta_\psi F_2(\eta) + 2 \beta_\psi \frac{dv_F^2}{dl} =$$

$$= \frac{d\eta_f}{dl} = \eta_f \left\{ 1 \frac{dv_F^2}{dl} - 1 \frac{dv_F^2}{dl} \right\} = \eta_f \beta_\psi [F_1(\eta) + F_2(\eta)];$$

$$\frac{d\eta}{dl} = \eta \left\{ 1 \frac{da_\psi}{dl} + \frac{dc_y}{dl} - \frac{dv_F^2}{dl} - \frac{da_\varphi}{dl} \right\} =$$

$$= 2 \eta \beta_\psi F_1(\eta) + \frac{N_f \beta_\psi^2 F_{q_y}(\eta_f)}{\eta^2} - F_\omega(\eta_f).$$

Where $\eta_f = v_F x/v_F y$ and $\eta = a_\psi c_y/(a_\phi v_F y)$.

The numerical solution of the equations has the property that $\eta_f$ and $\beta_\psi$ grow unboundedly.

Indeed, the Gaussian fixed point $\beta_\psi = \beta_\varphi$ is evidently unstable due to the linear terms in the r.h.s. At the interacting fixed point one finds combining the equations for $\beta_\psi$ and $\beta_\varphi$ that $\beta_\psi F_2(\eta)$ has to vanish. Using $F_2(\eta) > F_1(\eta)$, both being positive, (as follows from the numerical solutions) one concludes that $\beta_\psi F_1(\eta) = 0$ too. Next, one observes that $N_f \beta_\psi F_\omega(\eta_f) = 1$ at the fixed point.
Then there are two options: either $\eta$, $\eta_f$ and $\beta_\varphi$ are finite and $\beta_\psi = 0$ or $\eta_f$ grows to infinity. The former case turns out to be unstable. Indeed, expanding the r.h.s. of the equations near the fixed point we get:

\[
\frac{d\delta_\varphi}{dl} = -\delta_\varphi + (-2F_2(\eta) + 4F_1(\eta))\beta^0_\varphi \delta_\psi - \eta N_f \beta^0_\varphi F'_\varphi(\eta_f)\delta_\eta_f;
\]
\[
\frac{d(\delta_\varphi)}{dl} \approx -2(F_2(\eta^0) - F_1(\eta^0))\delta_\varphi + \frac{\eta N_f \beta^0_\varphi F'_\varphi(\eta_f)}{2} \delta_\beta_\psi \delta_\eta_f - \frac{\eta N_f F_\varphi(\eta_f)}{2} \delta_\beta_\psi \delta_\varphi;
\]
\[
\frac{d(\delta_\eta)}{dl} \approx \eta^0 F_1(\eta^0) + F_2(\eta^0) \delta_\beta_\psi;
\]
\[
\frac{d(\delta_\psi)}{dl} \approx -\delta_\eta + 2\eta_0 F_1(\eta_0) \delta_\beta_\psi + \frac{\eta_0 N_f \beta^0_\varphi}{2} \left( \frac{F'_\varphi(\eta^0_f)}{\eta_0^2} - F'_\varphi(\eta_f) \right) \delta_\eta_f.
\]

One notes that in the linear order, $\delta_\eta_f$ is unstable: for nonzero $\delta_\beta_\psi$ in the initial conditions it will move away from the fixed-point value.

Let us now consider the case when $\eta_f$ grows to infinity. The asymptotic expressions for $F_\varphi$, $F_\psi$ are $F_\varphi(\eta_f) \to \frac{1}{2\eta_f}$, $F_\psi \to \frac{\log \eta_f}{2\eta_f}$ for this case. As $N_f \beta_\varphi F_\varphi(\eta_f) = 1$, it follows that $\beta_\varphi$ should also grow to infinity in this case. In the large $\eta_f$ limit this leads to decreasing $\eta$, which eventually goes to zero in the numerical calculations. In this limit one can simplify the equations (using $F_2 - F_1 \approx 1$, $F_1 \sim \log(1/\eta)$, $F_2 \sim \log(1/\eta) + 1$):

FIG. S9. RG flow for $N_f = 2; \beta_\varphi(0) = \beta_\psi(0) = 0.01; \eta(0) = 0.1, \eta_f(0) = 0.99, Z_\varphi(0) = Z_\psi(0) = 1.$
\[
\frac{d\beta_\varphi}{dt} = \beta_\varphi \left( 1 - \frac{N_f \beta_\varphi}{2\eta_f} \right) + 2\beta_\varphi \beta_\psi \left[ \log(1/\eta) - 1 \right]
\]
\[
\frac{d\beta_\psi}{dt} = \frac{\beta_\psi}{2} \left( 1 - \frac{N_f \beta_\varphi}{2\eta_f} \right) - 2\beta_\psi^2;
\]
\[
\frac{d\eta_f}{dt} = \eta_f \beta_\psi [2\log(1/\eta) + 1]
\]
\[
\frac{d\eta}{dt} = 2\eta \beta_\psi \log(1/\eta) + \eta N_f \beta_\varphi \left( \frac{\log \eta_f}{2\eta^2 \eta_f} - \frac{1}{2\eta_f} \right)
\]

The equations for \( x = N_f \beta_\varphi/(2\eta_f) \) and \( \beta_\psi \) are decoupled from the others:
\[
\frac{dx}{dt} = x(1 - x) - 3\beta_\psi x
\]
\[
\frac{d\beta_\psi}{dt} = \frac{\beta_\psi}{2} (1 - x) - 2\beta_\psi^2.
\]

In the limit \( l \to \infty \) one can check that
\[
\eta \to e^{-1/10}; \quad \eta_f \to e^{2l/5}; \quad \beta_\varphi \to e^{2l/5}.
\]

Inserting these into the equations for other parameters one gets (we use \( F_{qx}(\eta_f) \to \eta_f/2 \)):
\[
\frac{da_\varphi}{dt} = \frac{a_x}{2}; \quad \frac{dv_{Fy}}{dt} = -v_{Fy} \beta_\psi F_1(\eta) = -0.2v_{Fy}; \quad \frac{dv_{Fx}}{dt} = v_{Fx} \beta_\psi F_2(\eta) = 0.2v_{Fx};
\]
resulting in
\[
a_\varphi \sim e^{l/2}; \quad a_\psi \sim e^{0.2l}; \quad v_{Fy} \sim e^{-0.2l}; \quad v_{Fx} \sim e^{0.2l}
\]
and
\[
\frac{dc_x^2}{dt} = N_f \beta_\varphi (v_{Fy}/a_\varphi)^2 a_x^2 F_qx(\eta_f) \sim e^l;
\]
\[
\frac{dc_y^2}{dt} = N_f \beta_\varphi (v_{Fy}/a_\varphi)^2 a_x^2 F_qy(\eta_f) \sim le^{-0.6l}.
\]

that yields:
\[
c_x^2 \sim e^l; \quad c_y^2 \sim \text{const.}
\]

One can note that the main physical effects are: 1) strong renormalization of bosons, which become incoherent 2) strongly enhanced anisotropy of the fermionic dispersion. Taking \( l \sim \log(k^{-1}, \omega^{-1}) \) we Eq. (6) of the main text.

**Hertz-Millis estimated for the scattering rates and conductivity/resistivity**

Here we generalize the expression used in [66] to estimate the scattering rates near a QCP.

Let us start with the expression for the scattering rate at \( T = 0 \) of a particle at an energy \( \varepsilon_p \) above the Fermi level and momentum \( p \) due to creation of particle-hole pairs according to the Fermi’s golden rule:
\[ \Gamma = \frac{2\pi}{h} \int d\rho_f |W|^2 \sim \]
\[ \sim \int d^4q d^4p \delta(\varepsilon_{p-q} + \varepsilon_{p+h-q} - \varepsilon_p - \varepsilon_{p_h}) |V_q|^2 \theta(|p| - p_F) \theta(|q| - p_F) \theta(|p_h + q| - p_F) \theta(-|p_h| + p_F), \]

where \( V_q \) is the Fourier transform of the interaction potential, \( q \) is the transferred momentum, and the \( \theta \)-functions are due to the Pauli principle. We first change the integration variables in the integral over \( q \). Namely, using \( \omega \equiv \varepsilon_p - \varepsilon_{p-q} \approx v_F q \cos \theta_{pq} \) we can rewrite \( d\cos \theta_{pq} = \frac{dq}{v_F q} \) with the integration limits being from zero to \( \varepsilon_p \).

Note that from the above it follows that as \( q \to 0 \), \( \omega \approx v_F q \cos \theta_{pq} < v_F q \) and thus one has the lower limit for the radial part of the \( q \) integration to be \( \omega/v_F \). The upper limit for this integral comes from requirement that \( \varepsilon_{p-q} < \varepsilon_p \): assuming a spherical Fermi surface this is only possible if \( q < 2p \approx 2p_F \) (the diameter of the isoenergy sphere with energy \( \varepsilon_p \)).

What remains is to perform the integration over \( p_h \). We choose the \( z \) axis of the spherical coordinates to be along \( q \). The requirements \( \varepsilon_{p_h} < 0 \), \( \varepsilon_{p_h+q} > 0 \) result in the integration limits \( p_F - \omega/v_F < p_h < p_F \). Furthermore, for \( q < p_F \) the integration over the angle can be performed as follows:

\[ \int d\cos \theta_h \delta(\varepsilon_{p_h+q} - \varepsilon_{p_h} - \omega) \approx \int d\cos \theta_h \delta(v_F q \cos \theta_h - \omega) = \frac{1}{v_F q}, \]

where one sees explicitly that the argument of the delta function can be always set to zero for a certain \( \theta_h \) as \( \omega < q v_F \).

The integral over \( p_h \) yields:

\[ \int_{p_F - \omega/v_F}^{p_F} p_h^{-1} dp_h \approx \nu_F \omega, \quad (S31) \]

where \( \nu_F \) is the density of states at the Fermi level. Collecting the expressions above results in:

\[ \Gamma \sim \int_0^{\varepsilon_p} \nu_F \omega d\omega \int_{\omega/v_F}^{2p_F} \left| \frac{V_q}{v_F q} \right|^2 q^{d-1} dq \quad (S32) \]

Note that for the purposes of resistivity estimates one should use the transport scattering rate supplemented by a factor of \( 1 - \cos \theta_{pq} \) in the integral above; for \( q \ll p_F \) it is of the order \( q^2/p_F^2 \):

\[ \Gamma_{tr} \sim \int_0^{\varepsilon_p} \nu_F \omega d\omega \int_{\omega/v_F}^{2p_F} \left| \frac{V_q}{v_F q} \right|^2 \frac{q^2}{p_F^2} q^{d-1} dq \quad (S33) \]

Finally, at finite temperatures, the estimates for the transport lifetimes may be obtained by assuming the quasiparticle energy to be of the order of \( T \), i.e. \( \varepsilon_p \to T \) in the above equations.

**Quantum critical systems**

Moving to quantum critical systems, one needs to take into account that the interaction is mediated by a (damped) bosonic mode leading to the transition amplitude being dependent on both momentum and frequency/energy transfer, i.e. \( V_q \to D_{q,\omega} \sim \frac{1}{(\gamma_{q,z} v_F)^z + q} \), where \( z \) is the dynamical critical exponent.

One can now separate the integral over \( q \) into two regions. For \( q \ll (\gamma \omega)^{1/z} \) one has \( |D_{q,\omega}|^2 \sim \frac{2^{2(z-2)}}{(\gamma \omega)^2} \). For \( z \geq 2 \) the \( q \) integral accumulates at the upper limit \( q \approx (\gamma \omega)^{1/z} \). In the opposite case, \( q \gg (\gamma \omega)^{1/z} \), \( |D_{q,\omega}|^2 \approx \frac{1}{(\gamma \omega)^2} \) and we expect the main contribution to come from the lower limit \( q \approx (\gamma \omega)^{1/z} \). As both contributions yield answers of the same form, we can use only the second one to get:

\[ \Gamma_{tr} \sim \int_0^{\varepsilon_p} \nu_F \omega d\omega \int_{(\gamma \omega)^{1/z}}^{2p_F} \frac{1}{(\gamma \omega)^2} \frac{1}{q^2} q^{d-1} dq. \quad (S34) \]
Nodal semimetals

For the case of nodal semimetals several adjustments need to be made. First, there are two kinds of particle-hole pair creation processes possible: inter-band and intra-band. In the latter case, one has \( \omega < v_F q \) for the scattering of the quasiparticle (we assume that the lower band is occupied, while the upper one is empty), but \( \omega > v_F p_h \) for the interband process, thus \( q > p_h \). The energy conservation condition \( v_F |p_h + q| + v_F p_h = \omega \) requires that \( (q - p_h + p_h)v_F = qv_F \leq \omega \), which is only achieved if \( p_h \) and \( q \) are antiparallel and \( \omega = qv_F \). This means that the integral over \( q \) is of measure zero in this case.

For the intraband scattering the issue is that there are no quasiparticles in the upper band. However, at finite temperatures one expects a density of thermally excited quasiparticles (\( \sim T^d \) for nodal points \( \sim T^2 \) for 3D nodal line) to be present. To emulate this in our \( T = 0 \) estimates we assume a finite chemical potential \( \mu \) to be present and set its scale to \( T \) at the end of the calculation.

The calculation is then similar to the case of a usual Fermi surface above with the following adjustments. For nodal points, the integration over \( p_h \) in \( S_{31} \) results in an overall factor \( \omega \mu^{d-1} \) instead of \( \omega \). Secondly, the upper limit of the \( q \) integration - \( 2k_F \) is actually of the order \( \mu/v_F \), which does not result in a strong suppression of the critical boson propagator (unlike the case \( k_F \gg \langle \varepsilon, T \rangle/v_F \)). Thus, backscattering is not suppressed and the factor \( q^2/p_F^3 \) in the transport scattering rate can be omitted.

In 3D, up to logarithmic correction, the scattering rate is:

\[
\Gamma_{WP3D} \sim \mu^2 \int_0^{2p_F} \omega d\omega \frac{1}{2\omega/v_F} \frac{1}{q^2} \sim |_{\mu \rightarrow T} T,
\]

\[
\sigma \sim \frac{n(T)}{T} \sim \frac{T^2}{T} \sim T,
\]

\[
\rho = \sigma^{-1} \sim T^{-1},
\]

agreeing with the known result \( [53] \).

In 2D, within Hertz-Millis approach, we take \( D_q \sim \frac{1}{q} \) to get:

\[
\Gamma_{DP2D} \sim \mu \int_0^{2p_F} \omega d\omega \frac{1}{2\omega/v_F} \frac{1}{q^2} \sim |_{\mu \rightarrow T} T,
\]

\[
\sigma \sim \frac{n(T)}{T} \sim \frac{T}{T} \sim const,
\]

\[
\rho = \sigma^{-1} \sim const.
\]

For the nodal line case the same argument applies for the interband scattering as for nodal lines. For intraband one, in-plane momentum transfers of the order \( k_F \gg \langle \varepsilon, T \rangle/v_F \) are possible; we will show now that the transport scattering rate for such momentum transfers and the low momentum transfers (where the transport scattering prefactor \( q^2/k_F^2 \) applies) give the same temperature dependence:

\[
\Gamma_{NL3D}^{tr,q \sim 2k_F} \sim \mu \int_0^{2p_F} \omega d\omega \frac{1}{2\omega/v_F} q \sim |_{\mu \rightarrow T} T^4,
\]

\[
\Gamma_{NL3D}^{tr,q \rightarrow 0} \sim \mu \int_0^{2p_F} \omega d\omega \frac{1}{2\omega/v_F} \sim |_{\mu \rightarrow T} T^4,
\]

\[
\sigma \sim \frac{n(T)}{T} \sim \frac{T}{T} \sim T^{-3},
\]

\[
\rho = \sigma^{-1} \sim T^3.
\]

Specific heat for the Hertz-Millis case

Here we consider a simple estimate for the specific heat capacity of a system within the Hertz-Millis approach above the upper critical dimension. In that case, one can obtain the effective free energy by integrating the fermionic fields out, re-exponentiating the result and expanding the fermionic logarithm to the second order in bosonic field. This
procedure yields:

\[ S_{\text{eff}}[\varphi] = -T \log[G_0^{-1}] + \varphi(\chi^{-1}) \varphi, \]
\[ \chi^{-1} = D_0^{-1} - \Pi. \]

Integrating over the bosonic fields we get the following free energy:

\[ F(T) = F^0_{\text{fer}}(T) + T \sum_{\omega_n} \int \frac{d^d q}{(2\pi)^d} \log \chi^{-1}(i\omega_n, q). \]

where the first term is the free energy of non-interacting fermions arising from the first term in the effective action. Evaluating the Matsubara sum (deforming the contour assuming a branch cut along the real axis) results in:

\[ \int \frac{d^d q}{(2\pi)^d} \frac{d\nu}{2\pi} 2n_B(\nu) \arctan \left[ \frac{\text{Im} \chi(\nu, q)}{\text{Re} \chi(\nu, q)} \right] \approx \int \frac{d^d q}{(2\pi)^d} \frac{d\nu}{\pi} n_B(\nu) \arctan \left[ \frac{C \nu}{q^2} \right]. \]

Making the integral dimensionless results in:

\[ F_{\text{bos}}(T) = T^{d/z} \int \frac{d^d x}{(2\pi)^d} \frac{dx_0}{\pi} n_B(x_0) \arctan \left[ \frac{C x_0}{x^2} \right]. \quad (S38) \]

Finally, it follows that the bosonic contribution to specific heat \( C = -T \frac{\partial^2 F_{\text{bos}}}{\partial T^2} \) scales with temperature as:

\[ C_{\text{bos}}(T) \sim T^{d/z} \quad (S39) \]