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The conformations of proteins and proteiprotein complexes observed in nature must be low in free energy
relative to alternative (not observed) conformations, and it is plausible (but not absolutely necessary) that the
electrostatic free energies of experimentally observed conformations are also low relative to other conformations.
Starting from this assumption, we evaluate alternative models of electrostatic interactions in proteins by
comparing the electrostatic free energies of native, nativelike, and non-native structures. We observe that the
total electrostatic free energy computed using the PoisBattzmann (PB) equation or the generalized Born

(GB) model exhibits free energy gaps that are comparable to, or smaller than, the free energy gaps resulting
from Coulomb interactions alone. Detailed characterization of the contributions of different atom types to the
total electrostatic free energy showed that, although for most atoms unfavorable solvation energies associated
with atom burial are more than compensated by attractive Coulomb interactions, Coulomb interactions do
not become more favorable with burial for certain backbone atom types, suggesting inaccuracies in the treatment
of backbone electrostatics. Sizable free energy gaps are obtained using simple distance-dependent dielectric
models, suggesting their usefulness in approximating the attenuation of long range Coulomb interactions by
induced polarization effects. Hydrogen bonding interactions appear to be better modeled with an explicitly
orientation-dependent hydrogen bonding potential than with any of the purely electrostatic models of hydrogen
bonds, as there are larger free energy gaps with the former. Finally, a combined electrelsyatiogen

bonding potential is developed that appears to better capture the free energy differences between native,
nativelike, and non-native proteins and proteprotein complexes than electrostatic or hydrogen bonding
models alone.

1. Introduction biological macromolecules are too small to be characterized by
the methods developed for bulk homogeneous matter. In
particular, the notion of the dielectric constant becomes ambigu-
ous? it should be considered a parameter and not a constant
with the same physical meaning as in bulk matter. Theoretical
computations of dielectric constants inside prot&ihsreveal
heterogeneous polar environments, which are not well repro-
duced by any single parameter. Moreover, any explicit solvent
effects, such as water molecule penetration into protein int&rior,
are usually disregarded in continuum electrostatics.

Electrostatic effects play an important role in defining
structural and functional aspects of biological macromolecakes.
Therefore, there is a need to develop accurate models of
electrostatic interactions, which capture the essential physics
of the system while being analytically and computationally
tractable. Computing electrostatic energies is a well-posed
problem within the microscopic electrodynamics framewbrk,
provided that charge distributions of all molecules in the system
are available. These could in principle be obtained from the

density matrix or from the ground-state wave function in the
zero-temperature limit;however, this calculation is beyond
current ab initio computational approaches for biological
macromolecules. Even with fixed atomic charges, (neglecting
induced dipoles), it is difficult to compute the electrostatic free

energy of biological systems because both solute and solven

degrees of freedom have to be sampled explicitly.
Most current approaches to computing electrostatic free

energies are based on the application of macroscopic electro

dynamics to biological systen§§,which reduces the number

of degrees of freedom by treating the solvent as a continuous

medium and by ignoring solute conformational changes. Be-

cause protein conformational changes and atomic polarizabilities

are ignored, the interior of the protein is often treated as a
dielectric with a dielectric constant greater that 1. However,
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Nonetheless, continuum approaches to the study of charged
and polar molecules in aqueous solutions appear to be the best
current methods for computing electrostatic free energies in
proteins?13 Continuum dielectric models describe both the free
energy cost of desolvating polar atoms buried in the protein

tinterior and the screening of Coulomb interactions arising from

solvent polarization. The problem reduces to a numerical
solution of the PoissonBoltzmann (PB) equatiof® with the
system divided into solute (with low dielectric constant) and

solvent (with high dielectric constant)-16 Solving the PB
equation in this way has provided useful insights into the role
of electrostatic interactions in proteik&including deriving the
Zimm—Bragg parameters for the helixoil transition!’ finding

the degree of electrostatic optimization and charge complemen-
tarity in the barnasebarstar compleX$1® and computing
electrostatic contributions to the stability of designed home-
odomain variantg? Implicit solvation models based on the PB
equation were also utilized as a part of the free energy function
used in native structure discrimination on the EMBL set of
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deliberately misfolded proteir?322CASP3 and Park and Levitt ~ find a gap in the total free energy while approaching a native

protein model$? and ROSETTA protein modef4. state, so that nativelike conformations possess properties not
Analytical approximations to the PB equation such as the Shared by non-native decoys. One can then analyze separate
generalized Born (GB) model are also widely uded? Within free energy components and determine their contributions to

the GB approach, effective atomic Born radii are computed for the total free energy gap.
each charged atom. For a simple spherical solute with a point Recent studigd23.24.3839.4750 haye examined the extent to
charge located at its center, the Born radius is equal to the radiuswhich electrostatics calculations attribute low energies to native
of the solute sphere (e.g., the van der Waals radius of a metalstructures in sets of alternative conformations (decoys) for small
ion in water). For more complex solute shapes, the Born radius proteins. Recognition of the native structure in sets of alternative
is a measure of average distance from the point charge to theconformations for proteinprotein and proteirpeptide com-
solute-solvent dielectric boundary; it depends on the positions plexes can also provide a useful tedt, particularly since
and volumes of all other solute atoms. The GB model is less electrostatic effects have been shown experimentally to play
demanding computationally than a numerical solution to the PB an important rolé! In both the monomeric protein and the
equation. Recently, the GB appproach has been used to calculatprotein—protein complex tests, it is also of interest to examine
ligand—receptor binding energié43® In particular, Zhang et  the extent to which conformations close to the correct structure
al 3 found a fair agreement between proteligand solvation have lower energies than quite non-native conformations (i.e.,
energies computed using implicit solvent models (both PB and to what extent are there electrostatic “funnels” around native
GB) and explicit solvent simulations. GB models were also proteins and proteinprotein complexes).
employed in nucleic acid molecular dynamics simulations, where  |n this paper, we evaluate models of electrostatic interactions
they were found to reproduce results obtained via PB and in biological macromolecules by testing them on a comprehen-
explicit solvent approaché$;*” and in calculating electrostatic  sjve set of decoy conformations for 41 single-domain proteins
and solvation energies of large sets of misfolded protein and 31 proteir-protein complexes. Using this set, we compare
conformations, including the Park and Levitt, CASP3, RO- (different electrostatic models with one another by their ability
SETTA, and Skolnick data set$3° to discriminate native from non-native conformations and

Charge-charge interactions screened by solvent and solute nativelike conformations from more distant ones and draw
polarization can also be modeled in a more heuristic way by general conclusions about underlying physics of solvation and
introducing an effective distance-dependent dielectric into a charge-charge interactions in biological macromolecules. We
simple Coulomb model of electrostatic interactiéri3*which also compare these models with an effective hydrogen bonding
progressively dampens long-range electrostatic forces. Suchmodel, which by itself is capable of very good decoy discrimi-
electrostatic energies are pairwise additive and offer a significant nation®2 We examine the extent to which unfavorable electro-
speedup over GB calculations. Solvation self-energies of static desolvation energies for polar atoms are compensated by
individual charges are not considered in this approximation. favorable Coulomb interactions with other polar atoms for the

Hydrogen bonding (H-bonding) interactions form an espe- MOst commonly occurring atom types in proteins. Finally, we
cially important class of electrostatic phenomena in biological ¢Ombine continuum electrostatics, hydrogen bonding, and van
macromolecule4? they play a crucial role in the formation of ~ der Waals interactions into a simple physics-based potential
protein secondary and tertiary structure. Physically, the inter- €xhibiting sizable free energy gaps.
action energy can be divided into classical (electrostatic and
polarization) and quantum (exchange repulsion, charge-transfer,2. Methods and Theory
etc.) components. There is evidence to suggest that hydrogen ) ) ) )
bonding interactions are dominated by the electrostatic com- _ 2-1. Continuum Dielectric Electrostatic Models. 2.1.1.
ponent, especially at distancesi—5 A.43 However, because P0|ssor’rBoItzm§nn EquatlorOnce a molgcqle is represented
of the observed directionality of hydrogen bond interactins, @S @ solute cavity with charged atoms inside, surrounded by
it is unclear whether a simple model based, for example, on solven'g, the problgm of finding electrostqtlc energies is reduced
dipole—dipole interactions of hydrogen bonding groups should t0 solving the PoissonBoltzmann equatiofi:®
suffice to describe hydrogen bonds (H bonds) adequately.

It is a nontrivial problem to set up a rigorous computational  V(€(T)Vg(T)) — e(T)K%(T) sinh(T) = —(4r/KT)p(T) (1)
test of alternative models of electrostatic interactions. A
comprehensive test of electrostatic models is provided by Wheree(r) is the dielectric constani(r) is the dimensionless
considering a set of compact misfolded protein conformations €lectrostatic potential (in units &fl/e, wherek is the Boltzmann
(decoys) and assuming that the native structure has the lowesgonstantT is the absolute temperature, adt the magnitude
total free energ#? and that, on average, some correlation exists Of the electron chargep(r) is the free charge density (in units
between closeness to the native state on the free energyof €), and«*(f) = (871)/(e(N)KT) (I = €c is the ionic strength
landscape and the free energy of near-native conformations forof the bulk solution and is the ion concentration). Equation 1
sufficiently relaxed structures. Although there are clear counter- is applicable to salt solutions of the same valence; it reduces to
examples to the latter assumption (for example small perturba-the Poisson equation when we neglect mobile ions in solvent.
tions of the native structure can cause atoms to overlap, leadingWVe used théelPhi Il macromolecular electrostatics modeling
to very large energy increases), this property of folding free package to solve the PoisseBoltzmann equation numerically,
energy landscapes is consistent with many experimental proteinvia a finite-difference method (see refs 2, 13, and 16 and
folding data and is a central postulate of modern theories of references therein). We chose AMBER (PARM94) force field
protein folding (for example, the principle of minimal frustra- parametef® (partial charges and atomic radii) in the PB
tion‘“)). The decoys used in electrostatic energy computations calculation, to be consistent with the parametrization of the GB
have to be numerous enough for adequate sampling and shouldnodel we used in this work.
comprise a variety of protein topologies and sizes. If the  Having found¢(r), we can compute the total electrostatic
assumptions described above are correct, one would expect taenergy of atomic charges inside the cavity using
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o 0io(T) F
E= (2)
[ 2 Non-native structures
whereg(r;) is the potential at the location of charge and the /
sum runs over all solute atoms. Note that direct chaiggrge

interactions (resulting in Coulomb’s law) are included in (2).
2.1.2. Generalized Born ModeThe generalized Born (GB)
model of continuum electrostatf®sis capable of reproducing
the results obtained through the solution of the Poisson
Boltzmann (PB) equation with high accuracy and at a smaller
computational cost. This is essential if structural analysis is to
involve extensive data sets. Also, different terms in the GB
model can be assigned transparent physical interpretations and
analyzed separately. We adopt in our calculations the pairwise /
solute descreening approach to computing atomic BorrPf&élii Native well
and use the AMBER (PARM94) force field parametrization of
the GB modeP%3! Alternative GB model parametrizations N

consistent ‘Q’ith CHARMM all hydrogen and polar hydrogen  figyre 1. Schematic picture of a 1D free energy (F) folding landscape
force field$® and with the OPLS force fiefd have also been  (N'is an arbitrary reaction coordinate). The native structure resides in

AENear-native

ABNative

described in the literature. the native well, with low RMSD decoys occupying low energy states
The basic GB formula for electrostatic energy is given as in the nativelike well (the folding funnel). More distant non-native
follows: conformations have higher free energi@€naive is the native free
energy gapAEnearnative iS the nativelike free energy gap.
1 a9 = a9
E¥= ‘Z z— - ‘z z— ) For interactions between atom pairs less than the persistence
26 f=er 295 s length apart in the chemical sequence, bond stretching and

bending may partially offset long range forces. Because atoms
Here,7 = lle — 1les, € is the solute (solvent) dielectric  close in the linear sequence are likely to also be close in the

constant, and the modified GB function is giverthy 3D structure, the contribution of such interactions to the
electrostatic free energy can be sizable. We tested a few schemes

m &V —V of atom exclusion for our electrostatics calculations, pinpointing
ce = fes— (4) the distance along the chemical sequence at which short-range

ey — 1 g q g

bonded interactions can be neglected. These included accounting

only for atoms separated by at least three other atoms along

the chemical sequence; excluding all interactions within the

> 5 same residue and the neighboring mainchain atoms on both
fog = \/(rij + b, exp[-r;72bb)) sides; excluding all interactions within the same residue and

with all atoms in the adjacent residues. We found the first and

Here,rj are interatomic distancels,are atomic Born radii, and  second scheme to be similarly optimal choices and use the

all sums above run over solute atoms. An empirical parameter second scheme when computing GB/effective dielectric energies

v(ri;, bi, by) was introduce® to improve the correlation between  below (in DelPhi II, all atom pairs are included by default; we

finite-difference PB and GB energies on a test set of small sum over all atoms when directly comparing PB and GB free

molecules. This parametrization of the GB model is based on energies in Figure 2).

the AMBER force field partial charges and van der Waals  2.1.3. Distance-Dependent Dielectric Modélge test three

radii.>*We computed atomic Born radii using the pairwise solute different distance-dependent dielectric models: the Warshel

descreening approach developed in refs 54,55. The first termexponential modéel,the Sternberg pseudo-sigmoidal motfel,

on the right-hand side of eq 3 gives the Coulomb energyi the and a linear distance-dependent dielectric mé¢i€he Warshel

= ] contribution to the second term on the right-hand side of model is given by the following expression:

eq 3 yields atomic solvation self-energies, whereasi thej

contribution describes interatomic screening of solute atoms by 16.55, r<3A

solvent polarization. The screened Coulomb energy is given by &) = { 1+60(1—exp(0.Ir)) r=3A

the sum of the Coulomb and the screening term, the total

solvation energy is given by the sum of the self-energy and the Here and belowr denotes interatomic distances. The value of

screening term, and the GB electrostatic energy is given by thee; in the smaller range is chosen to make the dielectric function

sum of the screened Coulomb energy and the self-energy.  continuous.

In all GB calculations carried out in the rest of the paper, we  The Sternberg dielectric model is defined by
reset interatomic distances of atom pairs that are too close to

where the GB function is

each other: 4, r<6A
e(r)=1{38 —224, 6A<r<s8A
r=d+difr<d+d 80, r>8A

wheredj) is the van der Waals radius of atdfy). This helps This function offers a smooth switchover from the short-distance
alleviate unphysical situations in which atomic overlaps occur value of 4 to the long-distance dielectric constant equal to that
in our data sets. of bulk water.
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1a32 lysine amino group was not rotated) as well as flips of the amide
groups of asparagine and glutamine residues and different proton
positions of the histidine imidazole groups (assumed to be
neutral in all cases) were modeled as rotamers and optimized
using a Monte Carlo (MC) simulated annealing procedure with
an energy function mainly consistent of a 62 Lennard-Jones
potential, an effective solvation potentfdl,as well as the
hydrogen bonding term described ab®\enly hydrogen bonds
with proton positions given by the chemistry of the donor group
were considered in the derivation of the energy parameters of
the potential).

2.3. van der Waals Interactions and Cavity Free Energy.
We use a standard 62 Lennard-Jones potentialwith
modifications at small and large distanéé3he van der Waals
energy of atoms andj is given by (in kcal/mol)

-100 0
!

PB total solvation AE (kcal/mol)
-200

-300
1

10.0(1— r/(0.8%;)), r < 0.8,

o .. Ei‘j’dW = —Aj/r6+ Bu/flz 0.89; <r <8.0A
T T T T T 0.0 r>8.0A
-400 -200 0 200
GB total solvation AE (kcal/mol) Here,r is the interatomic distance; = 0.95@ + d;), andA;;,
Figure 2. Poisson-Boltzmann total solvation energy vs generalized B are empirical coefficients. The linear ramp-up to 10 kcal/
Born total solvation energy fata32decoys (in kcal/mol). All atorrt mol at small distances and multiplication of the atomic radii

2?&&53;5 are included; the energies are computed relative to the nativeoy 0.95 help reduce the height of local van der Waals maxima
: on the free energy landscape. The cutdff8aA improves
computational efficiency of the van der Waals calculations.
The total solvation free energy includes, in addition to the
g(ry=é6r, Or electrostatic contribution, the free energy cost of cavity forma-
tion in the solvent and solutesolvent van der Waals inter-
Throughout this paper, we use the terms “energy” and “free actions. Both of these terms are roughly proportional to the
energy” interchangeably. cavity surface area, and can be approximated lySA, where
2.2. Hydrogen Bonding Potential The energy of a hydrogen ~ SA: is the total solvent-accessible surface area of atom kype
bond was taken to be a linear combination of three geometry- andoy is the corresponding empirical solvation param@tép.28
dependent energy terms: The set of empirical solvation parameters is the same as in ref
28: oc(si)s = 10 cal/(mol &), ocsp)cep = 7 call(mol £?),
E™® = W,E(010) + WoE(©y) + W,E(p,)  (5) oonp = 0 call(mol A). We call this term the “surface area”
energy later in the paper.
where E(dua) depends on the hydrogeacceptor distance, Combined free energies including hydrogen bonding, van der
E(®y) depends on the angle at the hydrogen atom (deHer Waals, and electrostatic interactions were obtained by generating
--acceptor) ant(ya) depends on the angle at the acceptor atom a generalized linear model (GLM) fit via a logistic regression
(H---acceptor-acceptor base). The distance dependence wasfunction implemented in the R statistical software package.
modeled as a 1012 potential with an ideal hydrogeracceptor 2.4, Description of Data Setslf general conclusions about
distance of 1.9 A. The energy functioB§0y) andE(ya) were the physical nature of electrostatic interactions in biological
derived from the logarithm of the probability distributions found macromolecules are to be made, the test set used for model
in high-resolution crystal structures as described in ref 56. For evaluation should be free as much as possible from systematic
the dependence on the acceptor angleseparate statistics were  biases. Protein test sets should be diverse and extensive enough
collected for spand sg hybridized acceptor atoms to take into to reproduce a variety of intramolecule, intermolecule, and
account a potentially different electron distribution around the solute-solvent interactions occurring in nature.
acceptor atom. Because of their divergent geometrical prefer- In accordance with this approach, we use two distinct data

Finally, the linear model is given by

ences, different statistics were collected for side chaide sets in our analysis (Table 1). The first data set consists of 41
chain and mainchainmainchain hydrogen bonds. The relative small (less than 90 amino acids) single-domain proteins, for
weights of the three different energy ternWsy( We, andW,) each of which ~2000 decoys were produced using the

were parametrized as described in refs 56 and 57 to reproduceROSETTA method for ab initio protein structure predicti8°
native sequences of monomeric proteins and were 1.0, 1.03,The decoys were generated using a simulated annealing
and 0.2, respectively. procedure with a protein database derived free energy function
Calculation of hydrogen bond energies in the fashion using side chains represented as centroids. A subset of low
described above requires explicit placement of polar hydrogen energy decoys was then relaxed, i.e., subjected to a refinement
atoms. Polar hydrogens were added in cases where the positiomprotocol coupling torsion angle move sets and an all atom-based
of the hydrogen atom was defined by the chemistry of the donor free energy function, dominated by van der Waals interacfibns.
group (backbone amide protons, tryptophan indol, asparaginesFinally, all side chains were repacked using an MC rotamer-
and glutamine amide groups, and arginine guanido protons).substitution protocot?57 This decoy set is subdivided into
Standard bond lengths and angles were taken from thetwo: 25 proteins where high-resolution native structures
CHARMMA19 force field®® Polar hydrogens with variable determined experimentally via X-ray diffraction were available
positions (serine, threonine, and tyrosine hydroxyl groups; the and 23 proteins for which ROSETTA could produce sufficiently
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TABLE 1: 5% RMSD Cutoffs in A for (from left to right) amino acid compositioP? The decoys are produced by first
Single-Domain Decoy Sets Used in Low RMSIZ score repacking side chains of the two protein docking partners
Calculations and the Protein—Protein Complex Decoy Set separately, followed by random-orientation rigid body docking
monomeric proteins and subsequent minimization using a centroid-based side chain
5% RMSD proteir-protein complexes representation, and finally by minimizing the free energy using

a side chain repacking all-atom proto&d%’-63Protein backbone

PDB SS -PN +PN PDB IDtag 5% RMSD : : .
conformations stay fixed throughout this procedure. The average

lasz o 155 152 lazy ab 2.70 5% RMSD cutoff is 1.98 A for this decoy set (Table 1).

lam3 o 2.09 2.06 1cz8 ab 1.77 25 Analvsis of E G = Il f ies to b

1w o 268 271  1dgj ab 183 5. Analysis of Energy GapsFor all free energies to be

lgab « 222 224  1e6j ab 1.24 analyzed in the subsequent sections, we use the normalized

1kjs a 3.67 3.68 legj ab 2.43 energy gaps, af scores as our figures of merk-score analysis

Ilmzm « 351 202 1leo8 ab 2.81 is a standard way to quantify the signal-to-noise ratio on a data

Lnki o 357 267  lfdl ab 2.65 set3864 We use three differenf-score measures, defined as

1nre o 2.72 2.31 1fji1 ab 1.10 follows:

1pou o 3.58 3.34  1g7h ab 2.67 )

1r69 o 1.89 1.68 lic4 ab 2.13 E- E

1res a 1.38 1.39 1jhl ab 2.33 7 = ref (6)

luba o 3.81 3.84 1jrh ab 1.13 ref — o

luxd o 134 136 1mlc ab 0.83 E

2ezh o 3.46 3.30 1nca ab 0.97 N .

2pdd o 288 290 1nsn ab 234 whereEO= 1/NY;_, Ei is an average energy &f decoys

laa3 of  3.43 3.42 losp ab 2.84 N

1afi of 323 196 1gfu ab 1.30 2 5

1lctf af 360 128 1wej nab 2.57 o =—) (E—[ED

lpgx af 274 116 1ACB nab 2.15 N

2fow of 376 325 1AVZ nab 1.96 ) o ] )

2ptl o 292 218 1lbrs nab 2.60 is the standard deviation of decoy energies, &ad is the

1sro B 3.72 2.04 1CHO nab 2.35 reference energy which is eith&, — energy of the native

if — p 1245 12-25:53 IMDA “abb 1-2% structure obtained through X-ray diffraction or NMR experi-

mean -84 ' 1PPF na 07 ments, orEna rep — €nergy of the structure with the native
1SPB nab 1.93 . ? .
1UGH nab 151 backbone but all side chains repacked using the MC rotamer-
2PCC nab 231 substitution protocot?>”We will refer to theseZ scores as the
2PTC nab 1.58 native and native-repacketiscores, respectively. The latter is
1CSE nab 1.96 a more unbiased measure, because all native and decoy side
1FIN nab 1.36 chains have been repacked using the same MC protocol. Finally,
2BTF - nab 212 the low RMSD tivelik is defined
mean nab 1.98 e low (or nativelike¥ score is defined as

2 —PN subcolumn, ab initio single-domain decoy seBN subcol- (EL) — EL

umn, ab initio single-domain decoy set enhanced with perturbed-native Ziow RMSD = — @)

structures. SS, protein secondary structure assignméralik, 5 strand, - O

or both); ID tag, antibodyantigen complex (ab) or nonantibody

complex (nab). where the sums in the averages and the standard deviation run

over high RMSD and low RMSD decoys separately. By

many nativelike decoys [determined by RMgR< 4 A, where definition, the low RMSD decoys comprise the lowest 5% of
RMSDygy is the 10% RMSD cutoff of the resulting decoy the RMSD distribution. Note that theéscores are invariant with
distribution (RMSD is the root-mean-square deviation of decoy respect to the energy scale. We say that we fail to discriminate
backboneC, coordinates from those in the native structure)]. @ particular structure i < 1 for its decoy set, wherg denotes
Note that some structures are present in both subsets. The forme@ny of theZ scores defined above.
subset is used in analyzing energy gaps between native structures Finally, we note that if two individual energies, and E;
and decoys; the latter is used between nativelike (low RMSD) are known for a decoy set th& score for their linear
and non-native decoys. Additionally, to study the properties of combinationE = aE;, + bE; is given by
conformations in the native funnel, 300 additional nativelike
decoys were created for each structure in the low RMSD subset, o O, Ze, T (0/a)0 Z¢,
starting from the native conformation (perturbed-native decoys), Ze= O (8)
and using the ROSETTA method. Each of these decoys was
relaxed and repacked with the same protocol as in the mainwhere
set. When these extra structures were added to the main low
RMSD decoy subset, the average 5% RMSD cutoff (which o’ = o + (bla)’oe * + 2(b/a)Var(E,, E,)
defines low RMSD decoys, see section 2.5) decreased from 2.84
to 2.33 A (Table 1). Both the ab initio set and the set enhanced Here, the cross-correlation term is
with perturbed native structures are used in the paper.

Our second data set consists of 31 docked pretgintein Var(g,, E,) = [E,E,[}— [E,E,0
complexes, with~2000 decoys made for each. This set is
especially interesting because charged and polar interactions ard his procedure can be easily extended to a linear combination
thought to play an important role in protetprotein associatiop. of three or more scores.
The set is divided into 18 antiboehantigen complexes and 13 We can use (8) to find the effect of changing the dielectric
nonantibody (mostly enzymenhibitor) complexes, because constant inside the solute cavity. In particular, if we have a set
these two types exhibit consistent differences in terms of the of electrostatic energies computed at some reference v}ﬁfue
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we can comput& scores at a new valug®” by simply setting ~ (PARM94) radii to define the dielectric boundary would lead
to even more favorable decoy solvation energies, because
bla= (e, — eM™")/(e, — 6iref) PARSE radii are smaller_ on average. Placing the dielectric
boundary closer to atom sites would affect exposed atoms more
significantly than buried ones, lowering their energies because
of stronger polarization. This effect would lower decoy solvation
energies more than energies of the native structures, because
decoys have more atoms exposed to solvent.

: . : . i 3.2. Generalized Born Calculations.The GB model was
In this section, we discuss various electrostatics models andqeyeloped as an analytical approximation to the exact solution
compare their ability to differentiate native and nativelike ¢ ihe Poisson equation. As such, it is computationally less
structures from arbitrary compact decoys. The best model MaY jemanding than the finite-difference PB methods. Moreover,
be capturing the essential physics of solvation and charge igerent terms in the GB expression have straightforward
charge interactions better than other, less sensitive approachesphysica| interpretation. We usg = 1 in all GB calculations
In Figure 1, we show a schematic picture of a 1D free energy hjess explicitly indicated otherwise.

landscape with both native and nativelike energy gaps. Native
and native-repacke@ scores (energy gaps normalized by
standard deviations, see Methods and Theory) assess the dep
of the native well, whereas low RMSIZ scores reflect the
energy difference between near-native and more distant struc-
tures.

3.1. Poissor-Boltzmann Calculations. We find the Pois-
son—-Boltzmann (PB) electrostatic energies by solving the PB

in (8). Here,E; is the Coulomb energy, arig, is the solute-
solvent screening term.

3. Results and Discussion

There is a high degree of correlation between total solvation
{nergies computed using PB and GB approa¢h&s’as shown
In Figure 2 forla32decoys {a32is the Protein Data Bank
code). Consequently, the GB electrostatic energy, like the PB
electrostatic energy, does not exhibit large native and native
repacked energy gaps (PB,GB columns of Table 2a,b; Table
4). The best discriminators of native and nativelike structures
are Coulomb interactions screened by polarization on the

equation for every structure in our decoy sets. We ignore the
. . L solvent-solute boundary (Screened Coul column of Table 2a,b;
dependence of electrostatic energies on the ionic strength byTable 4), and constant dielectric Coulomb interactions (Coul

ing the salt concentration to zero in all calculations repor .
setting the salt concentration to zero in all calculations reported column of Table 2a,b; Table 4). To compute GB electrostatic

in Table 2a,b; this facilitates comparison with simplified . . .
electrostatics models, which are unable to account for the ionic energies, we add solvation self-energies to the screened Coulomb

strength explicitly (with the exception of the GB approach interactions; however, the self-energies usually disfavor native
extended to low salt concentrations in ref 65). The Debye and natiye repacked structures compared to decoys (S_elf-Energy
screening length is-1 nm at 0.1 M NaCl, and electrostatic column in Table 2a,b; Table 4), and the GB electrostatic energy

energies are generally dominated by short and medium distanced2PS become.con3|derz.ably smaller. ] ]
interactions; we did not observe any significant changes in the _ Total solvation energies are known to be anticorrelated with
conclusions described below when the PB calculations were Coulomb energie$/22338 as shown in Figure 3 fofa32
repeated with a salt concentration of 0.1 M (data not shown). decoys using the GB model. Therefore, the presence of the gap

We obtain PB total solvation energies by performiag= 1 in _the GB electrostauc_ energy qlepe_nds on the del_lcate canqel-
andes = 80 calculations withy = 1 (esis the solvent dielectric  lation of large terms with opposite signs; even a minor error in
constant, and; is the dielectric constant within the cavity) for ~ electrostatic energies might lead to substantial deviations in
each protein and subtracting the results. PB total solvation €Nergy gaps. As Figure 3 shows, solvation penalties of buried
energies include both desolvation self-energies and the charge atoms are roughly compensated by additional Coulomb inter-
charge screening induced by solvent polarization. The PB actions they make; atoms exposed to solvent have favorable
electrostatic energy (& scores in the PB column of Table 2a,b; solvation energies but interact with fewer solute atoms, and vice
Table 4) is a sum of the total solvation energy and the Coulomb Vversa. In the first row of Figure 4a, we show decoy atomic
interactions. energies, computed relative to native atomic energige —

The PB electrostatic energy of native structures is not a|Ways Enat, as a function Of the SOIVent'acceSSible Surface area in the
lower than that of the misfolded structures; while the Coulomb Native structure. The energies considered are the self-energies,
term favors the native structure, the total solvation energy in the screened Coulomb energies, and the total GB electrostatic
many cases actually disfavors the native structure. This solvation€nergies. The self-energy is more negative in decoys 0y
energy behavior is expected because native conformations arécal/mol per atom, whereas the average screened Coulomb
usually better packed than decoys and therefore incur larger€n€rgy is more negative in native structures by 0.2 kcal/mol
penalties for charged atom burial; indeed, repacking and relaxing Per atom. The energy gap practically disappears when these two
of native structures makes them more expanded and eliminategerms are added up to yield the total GB electrostatic energy
the solvation energy penalty relative to decoys (data not shown; (the average is-0.003 kcal/mol per atom).
see also refs 23, 38, 39, and 47, where all decoys and native The cancellation between solvation and Coulomb terms is
structures were minimized with the same protocol prior to particularly evident for atoms with significant differences in
electrostatic calculations). This is also evident from differences solvation and Coulomb energies in the native structure compared
between native and native repacked PBcores; even though  to decoys. In the plots in the second row of Figure 4a, blue
PB solvation energies are still anticorrelated on average, theytriangles designate atoms whose energies are lower in decoys
add up with the Coulomb energies to produce consistently higherrelative to native structures by a certain threshold amoxn@t (

Z scores in the native repacked case (but not much higher thankcal/mol for self-energies and total GB energie§j kcal/mol
CoulombZ scores alone). for screened Coulomb energies), red circles indicate atoms for

Different sets of atomic radii defining the solutsolvent which decoys have significantly less favorable energies than
dielectric boundary have been used in PB calculatfé#$29-37 native structures, and the open green circles are all other atoms
reflecting the uncertainty inherent in the continuum electrostatic for which the energies do not change much. Atoms which are
models. For example, using PARSEather than AMBER- more exposed in the decoy structures (above the diagonal) have
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TABLE 2: Native (Zn) and Native Repacked (Znr) Z scores for a Set of 1Qx, 9 af, and 6 # Single-domain Proteins (Section a)
and for a Set of 18 Antibody—Antigen (ab) and 13 Nonantibody (nab) Protein-Protein Complexes (Section I3)

Section a

PB GB Coul self energy screened Coul surface area
PDB SS Zn Znr Zn Znr Zn Znr Zn Znr Zn Znr Zn Znr
la32 a —0.35 099 -—-0.43 0.56 1.01 0.57 1.46 1.43 1.67 1.28 0.12-0.21
1ail a 0.93 2.13 0.54 2.18 2.80 1.60 0.55 0.67 2.37 2.49-0.45 0.04
lam3 « -143 -035 —-232 -1.03 -0.68 —0.98 1.07 0.13 0.77 0.51 0.10 —0.64
lcc5 a —2.93 —0.55 —4.17 —1.54 1.27 1.01 -—-1.27 —0.65 —2.16 —-1.97 1.90 1.60
1cei a —0.30 165 —-1.34 0.81 2.92 0.94 -0.27 —0.26 2.92 1.39 2.28 2.53
lhyp o —0.34 050 -087 —-0.29 -0.10 —0.49 2.06 0.68 1.76 1.41 0.94 0.61
1Ifb o —0.08 0.93 1.32 1.75 1.59 1.89 0.65 —0.50 2.59 2.72 0.82 1.43
Imzm o 1.83 1.54 0.07 0.76 1.03 1.36 2.21 1.89 1.17 1.92-0.05 -0.63
1r69 o 1.04 -0.12 0.27 -—-1.22 2.80 0.87 0.12 -0.77 2.32 0.27 2.26 2.61
lutg o —1.44 0.76 —-245 —0.39 3.05 1.90 0.75 0.16 2.72 154 —0.83 —0.60
lctf of -0.14 —-0.09 -1.19 0.92 2.32 1.44 0.55 0.08 2.46 2.52 2.83 2.02
1dol of 1.05 145 -0.29 0.23 0.59 0.34 2.32 1.53 1.46 1.77 2.57 2.31
lorc of 2.07 3.40 1.36 211 0.85 0.11 1.08 0.50 3.20 2.56 0.12-0.78
1pgx of 0.84 297 -0.09 1.09 3.85 093 -051 -0.71 3.08 0.98 241 1.57
1ptq of -020 -0.02 -—-211 -208 -062 -0.61 0.88 —0.83 0.76 0.52 157 -0.02
1tif of 1.77 2.83 0.82 1.79 1.57 1.10 1.24 0.23 2.73 2.66 2.76 1.68
lvce of 0.75 128 —-1.42 -0.28 2.38 217 -0.28 —0.26 1.63 1.52 2.89 2.38
2fxb of —348 134 -—-2.89 0.25 1.62 1.01 -1.84 247 —0.09 0.45 3.98 3.69
5icb of -3.15 -0.99 -—255 029 -117 —-240 -0.10 0.21 1.78 1.40 1.53 0.89
1bq9 p —4.86 183 —5.35 2.07 3.09 253 -0.88 —1.09 3.13 2.95 2.56 2.18
lcsp p 1.40 3.81 0.39 2.75 1.45 1.19 0.05 —1.05 1.17 1.32 2.26 2.08
1msi p 2.29 0.87 -0.98 -1.75 1.88 0.50 0.56 0.50 2.17 0.89 2.49 2.48
1tuc p 0.00 234 —152 0.04 1.82 1.16 1.15 0.50 1.73 1.57 2.41 1.78
1vif p 1.79 2.29 1.84 2.81 3.22 321 -049 -1.08 2.46 2.46 1.38 1.19
5pti B 1.72 1.80 1.34 1.27 1.24 1.20 0.42 —0.90 2.32 1.44 2.75 2.15
mean —0.05 120 -0.88 0.52 1.59 0.90 0.46 —0.08 1.85 1.46 1.66 1.29
stdev 1.91 1.36 1.79 1.39 1.31 1.17 1.04 0.97 1.18 1.05 1.25 1.25

Section b
PB GB Coul self energy screened Coul surface area

PDB ID tag Zn nr Zn znr Zn znr Zn znr Zn znr Zn Znr
la2y ab 0.20 0.25 0.40 1.07 274 159-0.05 0.43 141 0.99 0.82 0.33
1cz8 ab —1.95 0.33 —-045 1.89 561 137 —-1.76 —0.55 2.80 0.92 0.88 1.54
1dqj ab —-176 —0.79 0.36 0.63 371 151 —-124 -0.72 1.02 0.61 1.08 0.72
le6j ab —3.84 165 -3.14 1.12 741 119 —-141 -0.29 2.72 0.62 2.10 1.19
legj ab —2.05 0.13 —1.98 0.56 423 158 -110 -0.14 0.40 0.56 0.72 0.59
leo8 ab —1.44 0.93 -0.22 1.10 9.83 222 377 —0.28 3.25 0.88 2.93 1.99
1fdl ab —-0.25 —0.04 0.98 0.79 285 061 0.10 0.29 1.38 0.74 1.24 1.08
1fji1 ab —-9.22 -0.11 -8.75 0.22 354 083 -390 -0.79 —1.55 0.03 1.91 1.84
1g7h ab —0.65 0.27 0.59 1.07 222 050 —0.53 0.41 1.62 0.90 0.51 0.64
lica ab —0.90 0.25 —0.09 0.97 407 291 -127 -—0.62 1.79 0.96 0.72 0.73
1jhl ab —0.44 0.77 0.22 1.30 0.16 1.68 0.62 0.56 0.45 1.34 0.84-0.14
1jrh ab 0.72 -0.20 0.97 0.51 258 1.70 0.24 —0.25 1.75 0.78 0.39 0.40
Imic ab —0.12 0.99 0.00 0.95 141 097 -0.72 —0.05 1.45 0.67 1.89 1.07
Inca ab 1.13 0.44 141 0.78 6.32 270-130 -0.72 181 0.60 1.33 1.00
1nsn ab —3.00 0.36 —2.21 0.27 485 064 -—1.28 0.19 0.95 0.40 -0.22 0.55
losp ab -471 —-040 —4.23 0.37 286 061 —-0.80 —0.33 0.49 0.41 2.18 0.93
1qgfu ab 0.67 0.73 —0.90 0.69 8.18 199 -271 —-0.53 3.04 0.43 3.60 211
1wej ab -0.35 134 -0.27 1.17 133 146 -0.17 0.08 0.86 1.37 0.05 —0.31
mean —1.55 0.38 —0.96 0.86 411 145 -117 -—0.18 1.42 0.73 1.28 0.90
Stdev 2.48 0.61 2.45 0.41 254 0.70 1.26 0.43 1.15 0.33 0.99 0.67
1ACB nab —1.65 0.78 —5.02 1.01 2.05 1.20 —-240 —-0.09 -0.69 0.12 1.93 1.48
1AVZ nab —256 —0.02 —-4.28 0.21 2.29 0.51 —-1.05 0.24 3.43 0.63 0.28 0.24
lbrs nab —-1.27 0.21 —3.64 0.13 5.68 216 —-1.67 —0.85 1.19 0.07 2.12 1.14
1CHO nab —3.89 0.25 -5.03 0.93 259 173 —-205 -1.26 0.83 -0.24 2.28 1.36
1IMDA nab —-13.41 -0.10 —-9.26 -0.14 -—-274 0.11 0.67 0.10 —-040 -—-0.23 3.58 0.72
1PPF nab —2.41 0.85 —3.64 1.35 1.44 053 —-1.29 -0.69 2.28 0.04 1.30 1.19
1SPB nab -6.32 —-057 —2.08 -—-1.32 842 358 —-1.00 —3.65 10.13 —-2.26 2.75 2.60
1UGH nab —-580 —-045 —-6.60 —0.20 394 097 —-292 -1.04 2.73 —0.59 2.68 2.01
2PCC nab —6.63 1.88 —5.24 1.23 3.22 097 -—-228 1.28 3.21 121 0.11 —-0.84
2PTC nab —-6.12 —-0.15 —-5.81 -—-0.48 030 055 -0.98 -—0.78 0.23 —-1.04 2.10 1.35
1CSE nab —2.66 0.34 -187 —0.05 551 243 -153 -1.01 1.05 -0.34 1.86 1.54
1FIN nab -949 -110 -593 -0.39 6.17 179 -—-758 —2.20 0.45 —0.58 5.09 2.81
2BTF nab —-6.65 —0.19 —-420 -0.91 711 153 -—-282 —1.04 042 -0.75 2.06 1.35
mean —5.30 0.13 481 0.11 354 139 —-2.07 -0.85 191 -0.31 2.17 1.30
Stdev 3.45 0.74 1.94 0.83 3.05 0.96 1.91 1.20 2.80 0.84 1.29 0.94

aSS, protein secondary structure assignmertidlix, 5 strand, or both). ID tag, antiboehantigen complex (ab) or nonantibody complex (nab).
The electrostatic energies are (from left to right) total electrostatic energy computed by solving the Poisson equation (PB); total elewrgstatic e
computed using the Generalized Born approximation (GB); Coulomb energy of solute charges (Coul); energy of desolvating solute charges (self-
energy); Coulomb energy of solute charges screened by solvent polarization (screened Coul, using GB); surface area estimate of cavity free energy
and solute-solvent van der Waals interactions (surface area). All atom pairs are included in PB energies; same residue and adjacent mainchain
atom pairs are excluded in GB, Coul, and screened Coul energies.



2082 J. Phys. Chem. B, Vol. 107, No. 9, 2003 Morozov et al.

TABLE 3: Native (Zn) and Native Repacked (Znr) Z scores for a Set of 1Qx, 9 af, and 6 # Proteins (Section a) and for a Set
of 18 Antibody—Antigen (ab) and 13 Nonantibody (nab) Protein-Protein Complexes (Section c) and Low RMSLY scores
(Zlrm) for a Set of 15 o, 6 o8, and 2 f Proteins (Section b) and for a Set of 18 Antibody Antigen (ab) and 13 Nonantibody
(nab) Protein—Protein Complexes (Section

Section a
Diel model HB scmc HB scsc HB mcmc HB all HB Coul HB Coul VdW
PDB SS zn znr Zn znr Zn znr zn znr zn znr Zn znr zn nr
la32 « 0.72 0.44 0.08 —0.78 0.92 1.36 1.84 1.84 214 1.69 1.86 1.68 3.93 3.58
1ail a 3.26 1.45 —2.74 244 0.12 -0.52 6.33 6.33 6.17 5.26 6.45 5.27 5.23 4.75
lam3 « 0.32 -0.44 -0.05 0.49 0.37 —0.64 2.05 2.05 215 213 1.93 2.00 2.42 2.62
lcch o 1.75 1.05 -0.87 3.02 -069 -014 -129 -129 -163 047 -0.34 0.58 1.29 0.67
1cei o 3.85 1.39 0.20 0.06 0.50 —0.12 4.40 4.40 469 4.18 5.75 4.34 5.49 4.80
lhyp « 0.42 -0.35 0.79 1.76 —0.42 -0.24 1.88 1.88 202 297 1.79 284 2.47 3.69
1Itb o1 0.89 1.53 -0.81 0.15 -0.11 1.16 2.16 2.16 1.99 267 1.87 2.76 3.55 3.64
imzm « 1.71 0.97 —-2.07 -—1.84 0.09 1.38 1.61 1.61 1.38 0.93 1.94 1.04 4.47 3.06
1r69 o 2.56 0.74 0.19 0.52 2.43 2.51 0.77 0.77 1.49 1.74 273 1.84 5.68 4.25
lutg o 3.04 212 —-1.99 0.03 1.85 —0.10 3.93 3.93 4.09 4.15 493 4.37 3.73 3.27
lctf of 2.38 1.11 -0.44 0.86 —0.08 -—0.56 4.21 4.21 418 4.35 426 4.35 5.29 5.34
1dol of 1.18 0.71 -181 -0.12 -0.72 -0.58 0.89 0.89 0.26 0.60 1.15 0.72 2.91 2.29
lorc of 0.92 0.19 -3.07 -—-1.37 0.50 1.86 2.93 2.93 241 2.06 261 2.03 1.69 1.33
lpgx of 4.02 1.52 —-150 -0.30 0.39 -—-0.58 4.49 4.49 419 3.61 5.70 3.78 4.51 2.36
1ptg of 0.70 0.55 2.73 4.17 4.71 4,18-1.00 -1.00 0.22 2.65 0.29 257 2.88 3.59
1tif of 1.60 0.74 —-1.59 0.68 0.61 2.22 5.87 5.87 568 5.74 489 5.62 4.88 4.87
lvce of 3.25 3.49 0.17 1.96 0.17 —0.28 3.37 3.37 350 4.50 453 4.96 4.93 4.04
2fxb of 2.03 0.66 0.66 4.25 5.09 3.55-0.21 -0.21 1.08 3.24 211 3.20 3.94 3.76
5ich of —0.99 -—247 0.49 0.77 4.38 2.93 2.62 2.62 3.56 3.46 141 2.60 2.73 2.90
1bg9 3.20 2.64 0.13 0.40 1.48 4.41 4.88 4.88 5.28 5.23 525 5.59 4.67 4.28
lesp 1.79 1.31 -1.16 0.04 -0.61 0.75 4.29 4.29 4.02 4.06 4.04 4.13 3.40 3.29
1msi p 5.34 4.16 0.95 1.37 0.86 0.01 1.56 1.56 1.92 250 3.72 2.95 4.80 453
1ltuc p 251 2.05 -0.20 2.53 0.16 —1.18 3.05 3.05 3.25 5.00 4.07 5.20 4.39 4.54
1vif B 3.31 326 —-045 -0.69 -0.24 0.76 2.87 2.87 2.68 2.44 3.48 2.76 3.32 2.77
5pti B 1.42 1.82 —-0.33 2.64 2.05 1.22 2.90 2.90 3.27 4.74 3.13 481 3.24 3.34
mean 2.05 1.23 —-0.51 0.73 0.95 0.93 2.66 2.66 280 3.21 3.18 3.28 3.83 3.50
Stdev 1.42 1.36 1.29 1.69 1.64 1.61 1.95 1.95 1.79 1.47 1.75 150 1.17 1.09
Section b
Diel model HB scmc HB scsc HB mcmc HB all HB Coul HB Coul Vdw
ZIrm ZIrm Zlrm ZIrm ZIrm ZIrm ZIrm
PDB SS -—PN +PN —PN +PN —PN +PN —PN +PN —-PN +PN —PN +PN —PN +PN
la32 « 0.18 0.17 -0.73 —-0.62 -0.40 -0.37 1.25 0.69 1.10 058 099 0.64 1.11 0.83
lam3 « -0.32 -0.22 0.16 —-0.03 -0.23 -0.15 0.42 059 044 058 0.26 0.47 0.45 0.69
lbw6 « 0.11 0.26 —-0.18 —-0.30 -0.01 0.15 0.61 0.14 0.59 0.09 050 0.26 0.66 0.57
lgab « 0.47 0.29 0.94 0.68 —0.08 0.11 0.62 0.15 0.88 0.34 090 0.0 1.12 0.69
1kjs o 0.04 0.12 0.12 0.29 0.11 0.19 0.39 0.32 045 0.46 0.39 0.40 0.72 0.78
imzm « -0.10 0.64 -0.16 —-0.94 -0.01 0.80 0.56 1.71 0.57 1.81 0.47 1.71 0.42 2.10
1nkl o —0.09 0.84 0.05 —-1.07 -0.25 0.39 0.06 211 0.04 211 0.00 2.10 0.03 2.14
1nre o 0.93 052 —-1.01 -0.83 0.04 -0.28 1.42 1.79 1.37 1.84 1.52 1.78 1.46 1.75
lpou « 0.47 0.50 -0.13 -0.09 0.05 -0.36 0.21 1.82 0.20 1.84 0.43 1.97 0.64 1.73
1r69 o 0.93 0.66 0.58 0.39 0.59 0.06 0.03 1.78 0.31 1.97 0.67 2.00 1.07 2.29
lres o 0.08 0.10 -0.01 0.00 -0.11 -0.14 0.32 0.04 0.32 0.03 0.33 0.08 0.35 0.19
luba « 0.56 0.40 0.14 0.23 0.04 0.27 0.10-0.26 0.14 -0.16 0.36 0.05 0.24 0.07
luxd o 0.22 0.33 -0.19 -0.19 0.43 0.40 1.09 0.35 1.12 0.37 107 051 1.26 0.86
2ezh a 0.06 0.00 -0.35 0.01 -0.23 -0.47 0.71 1.54 0.64 1.57 0.59 1.38 0.40 1.42
2pdd « 0.23 0.35 0.50 0.44 0.49 0.42 0.30 0.32 0.50 055 046 0.57 0.47 0.84
laa3 of 0.66 0.33 0.34 —-0.06 0.16 0.37 0.19 0.72 0.31 0.84 061 0.82 0.75 0.91
lafi of 0.86 0.38 0.13 —1.16 0.37 0.80 0.81 276 0.93 267 112 222 1.26 2.05
lctf of 0.42 1.03 0.22 0.26 0.12 -0.35 -0.02 2.72 0.05 280 0.29 263 0.69 2.90
lpgx of 0.44 096 —-0.51 -0.08 -0.22 -0.52 0.94 295 0.76 288 092 2.89 1.01 2.50
2fow of 0.00 -0.11 0.69 0.09 -0.32 -0.07 -0.05 1.36 0.10 1.49 0.07 1.08 —0.12 0.87
2ptl of 0.34 0.48 -0.57 -0.22 -0.14 -0.37 0.69 1.89 0.57 1.88 0.66 1.74 0.95 1.55
1sro B 0.81 1.83 —0.35 0.68 0.19 0.41 0.82 0.76 0.83 1.18 1.19 1.97 0.84 2.06
1vif s 2.67 2.33 0.35 —0.16 0.22 0.18 1.53 1.62 1.61 158 232 224 2.20 1.89
mean 0.43 0.53 0.00 —0.12 0.03 0.06 0.56 1.21 0.60 1.27 0.70 1.30 0.78 1.38
Stdev 0.60 0.58 0.47 0.52 0.27 0.39 0.46 0.95 041 090 051 0.86 0.50 0.76
Section ¢
Diel model HB scmc HB scsc HB mcmc HB all HB Coul HB Coul VdW
PDB ID tag Zn nr Zn nr Zn nr Zn znr Zn znr Zn nr Zn nr
lazy ab 291 112 295 262 293 257 2.65 265 341 296 459 3.17 3.67 4.72
1cz8 ab 493 0.93 198 033 201 0.63 4.77 477 456 3.88 6.31 3.96 5.75 4.97
1dqj ab 356 1.10 0.65 125 099 174 3.87 387 220 291 344 297 458 4.22
le6j ab 10.43 1.30 223 246 206 2.99 4.28 428 326 4.00 6.50 3.98 9.16 4.72
legj ab 274 177 131 089 138 1.15-037 -—-0.37 1.02 093 256 156 4.04 2.10
leo8 ab 10.38 212 -028 084 146 329 —-039 -039 131 374 7.93 4.00 13.66 4.35
1fdl ab 159 0.24 256 242 221 243 2.93 293 286 296 326 2.79 3.43 3.83
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TABLE 3: (Continued)
Section ¢ (Continued)

Diel model HB scmc HB scsc HB mcmc HB all HB Coul HB Coul VdwW
PDB IDtag Zn znr Zn znr Zn znr Zn znr Zn nr Zn znr Zn znr
1fji1 ab 4.84 0.59 4.30 2.67 3.40 2.58-0.23 —0.23 2.96 2.27 5.32 2.22 7.28 2.31
1g7h ab 0.78 —0.23 2.71 2.90 2.54 2.51 1.92 1.92 2.82 2.52 2.60 2.13 3.19 2.85
lic4 ab 4.61 3.96 2.52 3.17 2.55 3.12 3.85 3.85 3.54 3.84 4381 452 5.38 5.60
1jhl ab 1.21 1.16 0.24 —0.57 -0.06 -0.17 2.27 2.27 0.81 0.86 1.49 1.29 4.37 2.66
1jrh ab 2.74 1.49 2.99 4.20 3.10 4.15 6.59 6.59 4.97 559 4.40 4.59 4.08 5.10
1mic ab 3.40 1.24 0.49 0.49 2.32 1.53 1.91 1.91 2.88 2.23 3.55 2.32 3.71 2.97
1nca ab 5.64 3.20 3.26 4.39 2.80 3.78-0.42 —-0.42 2.27 274 4.43 3.23 10.42 3.20
1nsn ab 7.01 0.61 -0.30 —-0.46 -0.19 -0.66 -0.30 —-0.30 —-0.24 -0.78 4.49 —-0.34 5.78 0.44
losp ab 4.48 0.96 1.37 1.55 1.00 1.69 3.97 3.97 2.66 3.11 4.93 3.10 7.17 4.21
1qgfu ab 8.29 2.16 —0.14 1.22 1.41 2.83 —0.46 —0.46 1.23 284 562 3.00 8.60 2.84
lwej ab 1.74 0.87 2.72 1.12 3.10 2.54-0.31 -0.31 2.66 2.72 2.59 2.27 3.41 2.43
mean 451 1.37 1.75 1.75 1.95 2.15 2.03 2.03 2.51 274 4.38 2.82 5.98 3.53
Stdev 2.91 1.01 1.38 1.44 1.05 1.29 2.24 2.24 1.27 1.36 1.58 1.20 2.81 1.29
1ACB nab 3.30 1.34 -0.11 -1.30 -0.23 —-1.12 11.13 11.13 7.83 6.46 6.81 6.79 5.80 7.77
1AVZ nab 2.41 0.42 0.86 1.20 0.80 1.97-0.25 -0.25 0.69 1.84 213 1.63 4.38 2.33
lbrs nab 6.93 2.42 3.31 3.32 4.13 2.96-0.46 —0.46 3.06 233 444 2.73 8.88 3.04
1CHO nab 2.33 0.99 -0.13 —-0.76 —-0.44 -0.27 9.76 9.76 6.62 6.21 6.64 6.17 11.39 6.82
1MDA nab 045 -0.74 -135 -0.77 -153 —-051 -056 -056 -—-156 -0.74 050 -0.97 12.23 -0.63
1PPF nab 2.85 0.74 —0.90 —-0.73 —-1.03 -0.76 9.06 9.06 5.56 5.26 6.86 5.44 10.80 6.19
1SPB nab 9.00 3.90 6.13 5.04 5.18 4.78 9.20 9.20 9.57 9.09 11.10 9.04 14.20 8.78
1UGH nab 6.67 0.87 4.30 3.70 3.74 3.41-0.44 —-0.44 3.30 2.89 7.69 2.64 1597 2.83
2PCC nab 5.29 0.72 —0.56 0.14 -0.82 0.07 —0.48 —-0.48 -0.88 -0.12 6.41 0.24 13.38 0.45
2PTC nab 0.49 0.30 3.52 1.90 2.91 1.75 5.23 5.23 5.48 4.38 3.72 4.23 8.79 4.55
1CSE nab 6.04 2.18 2.14 1.01 1.52 0.97 7.51 7.51 6.17 5.45 7.88 5.68 11.49 6.38
1FIN nab 8.14 1.86 5.45 5.38 4.96 4.85-0.33 —0.33 4.74 4.49 8.87 417 16.17 4.14
2BTF nab 6.79 1.64 1.07 2.16 1.57 2.26 2.81 2.81 2.31 2.91 5.48 3.22 19.75 3.43
mean 4.67 1.28 1.83 1.56 1.60 1.57 4.01 4.01 4.07 3.88 6.04 3.92 11.79 4.31
Stdev 2.85 1.16 2.50 2.26 2.37 2.04 4.74 4.74 3.19 2.63 2.71 2.65 4.10 2.69
Section d
Diel HB HB HB HB HB HB Coul
model scmc scsc mcmc all Coul Vdw
PDB ID tag Zlrm Zlrm Zlrm ZIrm Zlrm Zlrm Zlrm
lazy ab 0.02 -0.32 0.00 —-0.41 0.08 —-0.03 0.14
1cz8 ab 0.66 0.34 0.38 2.41 1.57 1.66 2.05
1dqj ab 0.69 1.74 1.83 0.36 1.81 1.89 2.51
1le6j ab 1.11 1.85 2.38 1.85 2.72 2.82 2.77
legj ab 0.68 1.54 1.86 -0.37 1.68 1.98 2.26
1leo8 ab 1.17 —-0.05 1.02 —0.06 1.45 1.72 1.76
1fdl ab 0.55 0.71 0.68 0.44 0.67 0.40 0.24
1fi1 ab 0.25 2.08 2.07 -0.17 1.88 1.83 2.48
1g7h ab -0.13 1.36 1.48 1.71 1.77 1.57 1.33
lica ab 1.40 1.90 2.18 2.68 2.69 2.70 2.67
1jhl ab 0.58 —-0.04 —-0.04 0.04 —0.02 0.10 0.12
1jrh ab 1.68 1.93 1.84 1.63 1.93 2.22 2.03
1mlc ab 1.16 0.01 0.93 0.81 1.40 1.57 2.12
1nca ab 1.63 2.78 2.35 0.58 1.99 2.25 2.53
1nsn ab 1.18 —-0.64 —0.62 —0.30 —-0.61 0.00 0.11
losp ab 1.21 -0.10 0.19 —-0.23 0.25 0.46 0.74
1qgfu ab 1.51 1.31 2.43 0.35 2.68 2.77 2.74
lwej ab 0.72 0.67 0.91 —-0.31 0.84 0.64 0.61
mean 0.89 0.95 1.21 0.61 1.38 1.48 1.62
Stdev 0.53 1.00 0.96 1.01 0.95 0.94 0.99
1ACB nab 0.70 -0.02 -0.19 3.88 2.61 2.26 2.03
1AVZ nab 0.81 0.42 0.56 —0.25 0.42 0.76 1.04
1lbrs nab 1.31 2.49 2.46 0.54 2.08 2.22 2.87
1CHO nab 0.65 0.16 0.42 5.00 4.23 413 4.28
1MDA nab 0.04 0.35 0.23 0.65 0.59 0.43 1.04
1PPF nab 0.70 -0.25 -0.37 10.80 7.45 7.28 6.55
1SPB nab 2.35 0.94 1.01 5.39 4.57 4.73 4.40
1UGH nab 0.74 1.78 1.85 —0.01 1.45 1.28 1.46
2PCC nab 0.75 1.19 0.98 —0.25 0.55 0.82 0.91
2PTC nab 0.47 1.43 1.37 3.13 3.05 2.82 2.82
1CSE nab 1.69 0.71 0.71 4,51 3.62 4.04 411
1FIN nab 1.36 0.49 0.72 —0.28 0.61 1.13 1.58
2BTF nab 1.41 0.06 1.08 0.69 1.55 2.00 2.24
mean 1.00 0.75 0.83 2.60 2.52 2.61 2.72
Stdev 0.60 0.79 0.77 3.28 1.98 1.90 1.63

a SS, protein secondary structure assignmaertidlix, S strand, or both). ID tag, antiboehantigen complex (ab) or nonantibody complex (nab).

The electrostatic energies are (from left to right): Coulomb interactions with the Warshel distance-dependent dielectric (Diel model); side chain
mainchain H bonds (HB scmc); side chain-side chain H-bonds (HB scsc); mainchain-mainchain H bonds (HB mcmc). HB all, combined H-bond
energies; HB Coul, combined Warshel Coulomb and H-bond energies; HB Coul VdW, combined Warshel Coulomb, H bond, and van der Waals
energies. SS, protein secondary structure assignneehelix, g strand, or both)—PN subcolumnZ scores for the ab initio decoy setPN
subcolumn/Z scores for the ab initio decoy set enhanced with perturbed-native structures.
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TABLE 4: Average Native (Zn), Native Repacked (Znr), Low RMSD (ZIrm) Z scores, and the Number of Successful
Discriminations (#SD, defined asZ score > 1) for the Energy Functions in the Left Column?

SDM

energy ZIrm AB NAB

function Zn znr —PN +PN #SD Zn znr ZIrm #SD Zn znr ZIrm #SD
PB —0.05 1.20 0.25 —-1.55 0.38 —0.32 0 —5.30 0.13 -0.23 0
PB total solv —-1.04 -0.68 —0.44 —-2.73 —-0.80 -—-0.75 0 —-290 —-1.20 -1.06 0
GB —-0.88 0.52 0.33 0.38 2 -0.96 0.86 —0.01 0 —4.81 0.11 -0.09 0
GB total solv -0.22 -0.25 -0.32 0.03 0 -—-134 -025 -0.74 0 —-2.03 -—-1.06 -1.04 0
Coul 1.59 0.90 0.49 0.59 4 4.11 1.45 0.84 6 3.54 1.39 1.15 6
self-energy 0.46 —-0.08 -—-0.14 0.32 1 -1.17 -0.18 -0.70 0 —-2.07 -0.85 —-0.84 0
screened Coul 1.85 1.46 0.25 0.58 5 1.42 0.73-0.21 0 191 -0.31 -0.52 0
surface area 1.66 1.29 0.49 0.30 2 1.28 0.90 0.99 10 2.17 1.30 1.28 11
Diel model 2.05 1.23 0.43 0.53 3 451 1.37 0.89 9 4.67 1.28 1.00 5
HB scmc —-0.51 0.73 0.00 —-0.12 0 1.75 1.75 0.95 9 1.83 1.56 0.75 4
HB scsc 0.95 0.93 0.03 0.06 0 1.95 2.15 1.21 10 1.60 1.57 0.83 5
HB mcmc 2.66 2.66 0.56 1.21 12 2.03 2.03 0.61 5 4.01 4.01 2.60 6
HB all 2.80 3.21 0.60 1.27 13 2.51 2.74 1.38 12 4.07 3.88 2.52 9
HB Coul 3.18 3.28 0.70 1.30 13 4.38 2.82 1.48 12 6.04 3.92 2.61 9
HB Coul VdW 3.83 3.50 0.78 1.38 12 5.98 3.53 1.62 12 11.79 4.31 2.72 12

a SDM, single domain set; AB, antiboehantigen set; NAB, nonantibody setPN subcolumn, ab initio single domain sefP?N subcolumn, ab

initio single domain set enhanced with perturbeative structures. #SD refers to ZIrarPN) for single domain proteins and to Zlrm for protein

protein complexes. Energy functions are as in Tables 2 and 3; additionally, PB total solv is the total PB solvation energy, and GB total solv is the
total GB solvation energy. Bonded atoms and atoms in the same residue were excluded from all interatomic energy functions except PB, PB total

solv.
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and the backbone amide hydrogen. For the mainchain carbonyl
oxygen, the side chaind\the G, carbon (not shown), and most
other side chain heavy atoms (not shown), the self-energy
increases with the number of neighbors, disfavoring the native
structure which is better packed than decoys, whereas the
screened Coulomb energy becomes lower for buried atoms. The
extent of their compensation is evident in the GB electrostatic
energy; there is still energy decrease with burial, but it is less
marked than for the screened Coulomb energy alone. Different
results are obtained for the backbone carbonyl carbons, backbone
amide hydrogens, and most other hydrogen atoms, where the
self-energy is again less favorable for buried atoms, but the
screened Coulomb energy stays approximately constant through-
out the range of burial. This makes the GB electrostatic energies
unfavorable for native structures relative to decoys for these
atom types.

A likely reason for the observed lack of compensation of self-
energies by screened Coulomb interactions is the neglect of
polarization effects in current continuum models of electrostatic
interactions. Polarization effects are expected to alleviate the
unfavorable self-energy term, and thus facilitate compensation

of the solvation and Coulomb terms. The divergent behavior
of some backbone atoms might reflect particularly strong
polarization effects in regular secondary structure elements in
proteins, suggesting the need for more accurate description of

lower solvation self-energies but higher screened Coulomb Packbone electrostatics.
energies with respect to the native structure. When these two The size of the electrostatic energy gaps is also considerably
terms are added together to yield the GB electrostatic energy,affected by the atom exclusion scheme (see Methods and
there is no clear separation any more, and the energy gapslheory). Keeping interactions between all atom pairs is neces-
disappear (rightmost plot, second row of Figure 4a). sary for obtaining the classical electrostatics energy of a point-
To investigate further the extent to which self-energies are charge system; for this reason, all interactions are included in
compensated by favorable electrostatic interactions with other PB calculation®¥ and in the corresponding GB modé?sOn
protein atoms, we considered the electrostatic energies ofthe other hand, bonded interactions are treated differently in
different atom types in a set of monomeric native structures. most molecular force field®:° because quantum-mechanical
Figure 4b shows, from left to right, the self-energy, the screened effects are pronounced for bonded atoms, and the simple point-
Coulomb energy, and the GB electrostatic energy as a functioncharge model is inaccurate. In the PB column of Table 2a,b,
of the number of atoms within 10 A. Interactions between all we sum up the energies of all atoms, including covalently
protein atom pairs are computed. The atom types shown (from bonded ones; however, we exclude same residue and neighbor-
top to bottom of Figure 4b) are backbone carbonyl oxygen, the ing mainchain atoms in the GB, Coul, and Screened Coul
side chain N nitrogen (of lysine), the backbone carbonyl carbon, columns of Table 2a,b and in the corresponding rows of Table

Figure 3. Generalized Born total solvation energy vs Coulomb energy
for 1a32decoys (in kcal/mol). All atorratom pairs are included; the
energies are computed relative to the native structure.
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Figure 4. Atomic generalized Born energies fbpgxrelaxed decoys (a) and monomeric native structures (b). (a) First row: solvation self-energy
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structure AE = Egec — Ena), VS Native solvent-accessible surface area.gp/Second row: decoy solvent-accessible surface aregdSiA native
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AEuy, and green open circles indicating atoms for whiehEy,, < AE < AEw. The energies considered are the same as in the firstEgws= 2
kcal/mol for Eser andEgg; 5 kcal/mol forEsc. (b) Solvation self-energyEser, left column), screened Coulomb ener@yd middle column) and GB
electrostatic energyEgs; right column) vs the number of atoms within 10 A (NNB), for mainchain carbonyl O (first row), side chaof K

(second row), mainchain carbonyl C (third row), and mainchain amide H (fourth row). The bimodal distribution of the mainchain carbonyl C
energies is due to different charges on the C atoms of K,R in the AMBER force field (0.73e v00684 for the other amino acids). The number

of neighbors and the solvent-accessible surface area provide alternative measures of atom burial.
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the Coulomb term always has the largest energy gap. Optimum
values ofe; are~55—65 for antibody-antigen complexes and

S [ A —— S - ~45-55 for other complexes (for nati@scores). Antibody

1 =R antigen interfaces are known to be more solvated than the other

04 — y interface type$; this is consistent with our finding that the

optimum dielectric constant is closer to water in the former case.

T T T T J J T T T On the other hand, the optimum dielectric constant is much
& lower in single-domain structures, where the protein core is well

packed and water penetration is negligible.

Finally, we consider the surface area term designed to capture
the cost of making an empty cavity in solvent; by itself, it
constitutes a simplified solvation model similar to other effective
models discussed in refs 47 and 48. The surface area term
exhibits native and native repacked energy gaps (Surface Area
column of Table 2a,b; Table 4), showing that native structures
are indeed more compact than decoys. Unfortunately, surface
areas do not help discriminate distant decoys from nativelike
ones; in fact, none of the energies discussed so far produce
statistically significant low RMSLY scores for single-domain
proteins, even when ab initio decoy sets are complemented with
low RMSD perturbed-native structures (see Methods; Table 4).

3.3. Effective Dielectric Models.Next, we considered three
effective dielectric models widely used for computing electro-
static effects in protein structure prediction and design: the
Warshel model the Sternberg modét,and the linear modeP
These models are pairwise additive and therefore as efficient
as a Coulomb calculation with(r) = const. They describe the
same physical interactions as the screened Coulomb model
derived using the GB approach; we assume that a model that
produces the largest free energy gaps is likely to describe
essential physics of chargeharge interactions better than the
other approaches.

Figure 5. Z scores of Coulomb interactions screened by solvent  Figure 6 shows that the Warshel and Sternberg models
polarization (using the GB model) and averaged over decoy sets as @roduce native energy gaps comparable in magnitude to those
function of ¢, the dielectric constant inside the protein cavity. Red, obtained using the screened Coulomb GB energy with an

native Z scores; green, native-repackédcores; blue, low RMSIZ ti dielectri tant insid tei itv. Indeed. th
scores. Filled circles, screened Coulomb energies; crosses, CoulomiPPUMumM di€lectric constant Inside a protein cavity. Indeed, the

energies with constant dielectric. Upper plot, single-domain proteins; average nativé score for the single domain set is 2.05 for the
middle plot, antibody-antigen complexes; lower plot, other protein Sternberg and Warshel models and 2.11 for the screened
protein complexes. Coulomb GB model withg; = 20. The same is true for native
repacked structures (data not shown). The linear model does
4. This contributes to some of the discrepancies between the"0t Produce comparablescores (the average natigescore in
the single domain set is 1.63). The improved performance of

PB and GB columns of Table 2a,b, because small differences . . .
in bond lengths and bond angles between idealized decoysthe nonlinear models suggests that the attenuation of electric

(created using standard force-field bond lengths and angles) and!€!ds inside proteins, perhaps due to induced polarization and
experimentally determined native structures often result in Side chain conformational changes, is greater than in a linear
noticeable energy gap variations. This effect is also partially dielectric medium.
responsible for consistent discrepancies between native and Next, we investigate how different force fields available for
native repacked scores in the PB and GB columns; when the biological macromolecules affect our comparison of effective
side chains are repacked, they are also idealized. dielectric models with PB and GB calculations. In Figure 7,
We observed that in the GB model the largest energy gapsWe present native repack&dscores for Coulomb calculations
are provided by the Coulomb interactions screened by So]\/entWith constant dielectric permltthlty for three W|de|y used force
polarization, with chemically bonded atoms excluded from the fields: CHARMM1938 AMBER,*3 and OPLS® The AMBER
energy sums. The solute cavity dielectric constant is a variable Parametrizationrequires allhydrogen atoms, whereas CHARMM19
input parameter, and can be adjusted to obtain maxirdum and OPLS only consider polar hydrogens explicitly (nonpolar
scores. The assumption of a single uniform dielectric constant hydrogens are combined with the attached heavy atoms). We
for the protein interior is clearly incorreé€4because an exact  Observe a high degree of correlation between results employing
value of the protein dielectric constant cannot be defined, the these different parameter sets, with the average native repacked
Z-score maximization procedure can be viewed as one way of Z score of 0.70 (CHARMM19), 0.90 (AMBER), and 0.95
setting its effective average value. The optimum value; @ (OPLS). This correlation is also observed when nafi\seores
shown in Figure 5 for average native, native repacked, and low are considered or when effective dielectric models with different
RMSD Z scores; it is an an indicator of the degree of screening force-field parameter sets are compared with each other.
of Coulomb interactions by solvent polarization. For single-  Finally, there is a question of which atoms and residues
domain proteins, the optimum valueefies in the 16-20 range contribute most to the signal observed in #igcore analysis.
for native and native repackedscores; for low RMSLY scores, For example, it is not unreasonable to expect that only side chain
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Figure 6. Native Z scores of distance-dependent dielectric models Figure 7. Native repacked scores of Coulomb interactions with
versus GB model with optimized, for different protein structures. = const for different protein structures. Color code: red, CHARMM19
Black, screened GB Couloml; (= 20 for single-domain proteins; atom types; green, AMBER atom types; blue, OPLS atom types. Upper
= 65 for antibody-antigens;e; = 45 for other proteir-protein plot, single-domain proteins; middle plot, antibeggntigen complexes;
complexes); red, Warshel dielectric model; blue, Sternberg dielectric lower plot, other proteirprotein complexes.
model. Upper plot, single-domain proteins; middle plot, antibedy
antigen complexes; lower plot, other protejrotein complexes. On the single-domain protein set, we observe that mainehain
AMBER atom types were used in the GB model; CHARMM19 atom  majinchain hydrogen bonds are the best discriminator of native
types were used for effective dielectric models. structures (Table 3a; Table 4). The lack of discrimination by

) ) _side chair-side chain and side chatimainchain hydrogen
groups of charged polar residues need be considered, possibly,,nqs indicates that side chains of most decoys are repacked
with a distance cutoff set to include only interactions of close |4c4|ly as well as those of the native structures (at least as far
pairs of residues of opposite charfjeResults shown in Figure 55 the hydrogen bonding potential is concerned). The similarity
8 suggest, however, that this is not the general case; thepanyeen hydrogen bond native and native repacketores
interactions of all atoms and residues, perhaps with the exceptionsuggests that the number of rotamers was sufficient, because
of mainchair-mainchain int_eractions, contribute to the energy ihe same hydrogen bonding potential was used in the side chain
gap. Better performance in the all-atom case suggests thatenacking protocol applied to all decoys and native repacked
including partial charges on noncharged residues is preferablesiyctures. The difference between the two typeg stores is
to treating them as totally neutral. This observation is also yore pronounced for energies not included into (or down-
confirmed by excluding atoms participating in hydrogen bonds \ejghed in) the rotamer repacking protocol, such as the Warshel
from electrostatic calculations; the dropdrscores is particularly electrostatics model or any of the PB and GB energies.
striking for protein-protein interfaces. Can an improved model be generated by combining the

3.4. Hydrogen Bonding Potential and Combined Free orientation-dependent hydrogen bonding potential with elec-
Energy. Even though hydrogen bonds are believed to be trostatics and van der Waals interactions? We used logistic
predominantly electrostatic in origfitheir directionality makes  regression to create a combined free energy capable of
them similar to weak covalent bonds. This angular dependencediscriminating monomeric native and native repacked structures
is not captured using the electrostatic models described abovefrom decoys. Table 3a shows that a linear combination of the
In this subsection, we discuss the results of applying the Warshel electrostatics model with hydrogen bonding energies
empirical hydrogen bonding potential we developed in refs 52 is capable of discriminating 23 out of 25 structures in our
and 56 to our decoy sets (using the parameterization describedX-RAY single-domain subset (for both native and native-
in ref 56). We also investigate the extent to which decoy repackedZ scores;Z score< 1 was considered a failure). On
discrimination is improved by combining other free energy average, th& scores are higher than those of the combined
components with the hydrogen bonding potential. free energy involving only the three types of hydrogen bonds.
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4 low RMSD Z scores for mainchaiamainchain hydrogen bonds
31 ' and Warshel electrostatics, whereas side chside chain and

27 side chair-mainchain hydrogen bordscores did not increase,
probably because of the high degree of local optimization
achieved for these energies by side chain repacking in the
decoys. The free energy function including van der Waals,
Warshel electrostatics, and hydrogen bonding interactions
produces well-formed low RMSD funnels in 12 out of 23 cases
(Table 4; versus 8 in the original set); 6 more havscores
between 0.7 and 1.0. The average width of the folding funnel
appears to be about 2 A; if not enough structures are produced
in this range, low RMSDZ-score discrimination is generally
not possible.

We carried out a similar analysis on the proteprotein
complex decoy set (Table 3c,d; Table 4), produced by rigid body
perturbations of bound protein complexes. Although the protein
backbones were taken from the bound protgirotein complex
structure, all side chains were repacked to eliminate the
information contained in the exact native conformation (see
Methods and Theory). The combined free energy including a
linear combination of side chairside chain, side chain
mainchain, and mainchatmainchain hydrogen bonds can
reliably discriminate native and native-repacked structures in
26 out of 31 cases (Table 3c; Table 4). All three hydrogen
bonding terms provide a significant contribution to the energy
gaps. Because there are also sizable energy gaps between native
structures and alternatively docked decoy conformations using
the Warshel dielectric model, we expect the decoy discrimination
to improve when the Warshel electrostatic energy is combined
with the hydrogen bond free energy function, and indeed, in
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T PDB ~ . for native-repacked ones. The addition of van der Waals

Figure 8. Native Z scores of Coulomb interactions with = const. intera(_:tions p'_’Oduces a f_urther increase of thecores; t_his
Black, all atoms included; red, interactions involving Hbond-making €ffect is especially dramatic for complexes other than antibody
atom pairs excluded; green, mainchain-mainchain interactions excluded;antigen. The combined free energy including van der Waals,
blue, only charged polar residue interactions (involving amino acids electrostatics, and hydrogen bonding terms discriminates all the
D,E.K,R) included. CHARMML19 force field atom types were used in  natjve structures and fails three times when native side chains
this calculation. Upper plot, single-domain proteins; middle plot, 5.6 repacked. In all of the failures, we observe Bacores for
antibody-antigen complexes; lower plot, other protejorotein com- . ’ .
plexes. the _e_lectrostancs and van der Waals components alone, so_thelr
addition to the hydrogen bonding potential does not result in a
dramatic improvement.
However, the main contribution is clearly due to the mainchain Finally, we observe that low RMSD decoy discrimination is
hydrogen bonds, with the Warshel model playing a secondary peiter with proteir-protein complexes than it was in the single-
role. The Warshel model by itself fails in 7 (native) and 11 4omain case, because of a larger number of nativelike decoys
(native-repacked) out of 25 cases and is very sensitive in generaly qijaple in the former data set. The hydrogen bonding terms
to changing side chain conformations, which occurs for solvent- 5.4 again a main contributor; we have only observed a gradual
exposed residues during repacking of the native structures. Wher]mprovement upon adding extra terms to the free energy
we include van der Waals interactions into the combined free f,nction. We have 10 failures out of 31 with the combined
energy, we observe an additioriélscore improvement, with  pyqrogen bond free energy function (Table 3d; Table 4). This
no failures except for the native-repackeccSstructure. number drops to 7 when all of the extra terms are included, 2
~Next we looked at the low RMSI2 scores using a subset of ¢ these being borderline cases witscores between 0.7 and
single-domain proteins for which some ab initio nativelike
decoys exist (see RMSD cutoffs in Table 1). We generate the
same combined free energies as above and show the results i :
Tables 3b and 4. We are able to improve discrimination by 4. Conclusions
adding van der Waals interactions and Warshel electrostatics In this paper, we evaluated continuum electrostatic models
into the free energy function, but the averafjscores are not  in proteins by considering electrostatic free energy gaps between
high for most structures. The most likely reason for this is that native, nativelike, and non-native protein conformations, using
we do not have enough nativelike structures in the ab initio both monomeric proteins and proteiprotein complex data sets.
monomeric decoy data set, so that the native funnel (Figure 1) Free energy gaps are necessary for discrimination of native
is not reached by the decoys we designate as low RMSD. To structures and nativelike decoys from arbitrary compact con-
test this hypothesis, we added perturbed-native structures (seéormations. Electrostatic free energies were computed using
Methods and Theory) to the ab initio decoy set and repeated numerical finite-difference solutions to the PB equation; an
Warshel electrostatics, hydrogen bonding, and logistic regressionanalytical approximation to it provided by the GB model
calculations on this new decoy set. We observed an increase ofconsistent with the AMBER force field; and pairwise-additive
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models with effective distance-dependent dielectric constants. The tests carried out in this paper suggest areas for improve-
We also used an empirical hydrogen bonding potential devel- ment of models of electrostatic interactions in proteins. In
oped in refs 52 and 56, by itself and in combination with van particular, improved descriptions should explicitly incorporate
der Waals and electrostatic energies. the orientation dependence of the hydrogen bond and better treat

The total electrostatic energies obtained using either the PBthe delicate balance (Figure 4b) between the free energy cost
or the GB approach do not produce large native or nativelike Of desolvating backbone polar atoms and the gain of favorable
free energy gaps, because desolvation self-energies of chargeflydrogen bonding and electrostatic interactions, perhaps by
atom burial typically disfavor native structures. In many cases, €xplicitly modeling induced polarization effects along the
the desolvation self-energies of individual atoms appear to be backbone and in the protein interior.
sufficiently compensated by favorable screened Coulomb in- ) )
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initio or even defined within the macroscopic appro&éiThe
high values ot; we obtain in the process of maximizing average
Z scores on our decoy sets indicate that downweighted solvation (1) Warshel, A;; Russell, S. Q. Rev. Biophys.1984 17, 283-422.
contributions are preferable for decoy discrimination; in fact, 1 g%)l_sgngpv K. A.; Honig, BAnnu. Re. Biophys. Biophys. Cherti99Q
the Coulomb term _alon_e has performed near_ly_ as well. Our =~ 3) Waréhel,A.;°A1vist,J.Annu. Re. Biophys. Biophys. Cherh991
results do not distinguish between the possibilities that (1) 20, 267—29s.

electrostatic solvation energies so strongly disfavor the native  (4) Nakamura, HQ. Re. Biophys.1996 29, 1-90. _
structure that the total electrostatic energy is, in reality, lower @;{‘%ﬂermam F.B.; Norel, R.; Honig, Bur. Opin. Str. Biol 2000
for the alt_emat've _(decoy) Conformat'or_ls or (2) the tOtal_ ’ (6) Jackson, J. Classical electrodynamicdohn Wiley & Sons: New
electrostatic energy indeed favors the native structure, but thisyork, 1975.

is not recaptured by current continuum electrostatics models  (7) Huang, K.Statistical mechani¢slohn Wiley & Sons: New York,

; ; i 1987,
because of imperfect balancing of the two large and opposing (8) Landau, L. D.; Lifshitz, E. MElectrodynamics of continuous megia

contributions. Pergamon: Oxford, 1984.

Furthermore, simple distance-dependent dielectric models44 L(l%)o_sﬂgﬂzy C. N.; Warshel, Aroteins: Struct., Funct., Gene2001,
produce energy gaps similar to the spreened Coulomb term qf (10) King. G.: Lee, . S.. Warshel, A. Chem. Physl991, 95, 4366
the more detailed GB approach. This suggests that the maingz77.
physical effect captured by the appropriate GB components and (11) Nakamura, H.; Sakamoto, T.; Wada, Rrot. Eng.1988 2, 177—
distance-dependent models consists of gradual shielding Ofl&?iz) b 3. 1: Gittis. A. G.: Karo. D. A Lat EE S

. . P . . . : H wyer, J. J.; Gltts, A. G.; Karp, D. A.; Lattiman, E. E.; spencer,
Coulomb interactions with increasing interatomic distances. This , §%'sges W E.: Garcia-Moreno, Biophys. 12000 79, 1610-1620.
phenomenon is reproduced to some extent by simple analytical (13) Honig, B.; Nichols, ASciencel995 268 1144-1194.

expressions of distance-dependent dielecfrics. (14) Warwicker, J.; Watson, H. d. Mol. Biol. 1982 157, 671-679.

On a single domain protein decoy set, we were able to obtain 32%%)3?‘"50”’ M. K.; Sharp, K. A.; Honig, BJ. Comput. Chent987, 9,

significant energy gaps for native and repacked native structures (16) Rocchia, W.; Alexov, E.; Honig, Bl. Phys. Chem. 2001, 105
when a distance-dependent dielectric model is combined with 6507-6514.

the hydrogen bonding and van der Waals interactions. The main  (17) Yang, A.; Honig, BJ. Mol. Biol. 1995 252, 351-365.
contribution is provided by hydrogen bonding, with the other (ig; tgg: t: E:; ESS:: nggi.S;L?.C;bgioi%?géﬁ;f{m'

two terms assuming a secondary role. The orientation-dependent (20) Marshall, S. A.: Morgan, C. S.; Mayo, S. 1. Mol. Biol. 2002
effective hydrogen bonding potential appears to be a better 316 189-199.

model of hydrogen bonds than the purely Coulomb description _ (21) Vorobjev, Y. N.; Almagro, J. C.; Hermans, Rroteins: Struct.,
y 9 P y P Funct., Genet1998 32, 399-413.

as it produces larger energy gaps (see also ref 52). (22) Vorobjev, Y. N.; Hermans, Biophys. Cheml999 78, 195-205.

On a proteir-protein complex decoy set, the free energy (23) Vorobjev, Y. N.; Hermans, Protein Sci.2001 10, 2498-2506,
function with the same components discriminates the native addzezdtl’_m 'r‘:AVOtFe{'T‘TSC':Z%QZBnk' 99‘5. Kollman. B. Mol. Biol. 2001
structure in all cases, with three failures when side chains are31§ 4)17_eféo_ + T 188l S Bakern B Rolman, B, Mok Fiol
repacked. There is also strong score-RMSD correlation in this  (25) siill, W. C.; Tempczyk, A.; Hawley, R. C.; Hendrickson,JT Am.
case, which is detected by the hydrogen bonding potential anneChzém)- 80%19920 112, 6127|—6129- . .

; i 26) Schaefer, M.; Karplus, Ml. Phys. Chenil996 100, 1578-1599.
and can be somewhat |mpr_oved b_y combining van der Wa_lals (27) Ghosh, A Rapp. C. S.: Friesner, R. & Phys. Chem. B998
and electrostatics interactions with the hydrogen bonding 105 10983-10990.
potential. The combined free energy function is capable of very  (28) Qiu, D.; Shenkin, P. S.; Hollinger, F. P.; Still, W. L Phys. Chem.
good low RMSD decoy discrimination (24 of 31 structures) and A 1997 101, 3005-3014.
fails only when most of the decoys are too distant to be in a 37é25?)37D7%m'”y' B. N.; Brooks, C. L., llLJ. Phys. Chem. B999 103
native funnel (as occurs in the ab initio single domain set; cf 30y jayaram, B.; Sprous, D.; Beveridge, D.JLPhys. Chem. B998

Figure 1, Table 1). 102, 9571-9576.
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