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We implemented the charge self-consistent combination of density-functional theory and dynamical mean-
field theory (DMFT) in two full-potential methods, the augmented plane-wave and the linear muffin-tin orbital
methods. We categorize the commonly used projection methods in terms of the causality of the resulting
DMFT equations and the amount of partial spectral weight retained. The detailed flow of the dynamical
mean-field algorithm is described, including the computation of response functions such as transport coeffi-
cients. We discuss the implementation of the impurity solvers based on hybridization expansion and an analytic
continuation method for self-energy. We also derive the formalism for the bold continuous time quantum
Monte Carlo method. We test our method on a classic problem in strongly correlated physics, the isostructural
transition in Ce metal. We apply our method to the class of heavy-fermion materials CelrIns, CeColns, and
CeRhIns and show that the Ce 4f electrons are more localized in CeRhlns than in the other two, a result
corroborated by experiment. We show that Celrlns is the most itinerant and has a very anisotropic hybridiza-
tion, pointing mostly toward the out-of-plane In atoms. In CeRhlns we stabilized the antiferromagnetic DMFT

solution below 3 K, in close agreement with the experimental Neel temperature.
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I. INTRODUCTION

One of the most active areas of condensed-matter theory
is the development of new algorithms to simulate and predict
the behavior of materials exhibiting strong correlations. Re-
cent developments in the dynamical mean-field theory
(DMFT),! a powerful many-body approach, hold great prom-
ise for more accurate and realistic descriptions of physical
properties of this challenging class of materials.

The crucial step toward realistic description of strongly
correlated materials was the formulation of density-
functional theory plus DMFT (DFT+DMFT),>* a method
formed by the combination of DFT and DMFT (for a review
see Ref. 5). To date, this method already has substantially
advanced our understanding of the physics of the Mott tran-
sition in real materials and demonstrated its ability to explain
phenomena including the structural phase diagrams of
actinides,®® phonon response,” optical conductivity,'®!! va-
lence and x-ray absorption,'>'* and transport'” of archetypal
strongly correlated materials.

At present, much effort is devoted to the development of a
robust and precise implementation of DFT+DMFT using
state-of-the-art DFT electronic-structure codes!®2" and ad-
vanced impurity solvers.?'~2* This paper describes in detail
the implementation of this method within full-potential
codes. There are three major issues that arise in DFT
+DMFT implementations: (i) quality of the basis set, (ii)
quality of the impurity solvers, and (iii) choice of correlated
orbitals onto which the full Green’s function is projected.
Modern DFT implementations largely resolve the first issue,
recent development of new impurity solvers?!~2325-28 have
focused attention on the second, while the third is rarely
discussed in the literature. Many DFT+DMFT proposals in
the literature are based on downfolding to low-energy model
Hamiltonians,>'%202 which requires an atomic set of orbit-
als and treats the kinetic operator on the level of an effective
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tight-binding model. In contrast, we avoid the ambiguities of
downfolding and instead keep the kinetic part of the Hamil-
tonian and electronic charge expressed in a highly accurate
full-potential basis set. The advantage of our method is its
ability to perform fully self-consistent electronic charge cal-
culations. We concentrate here on the linear augmented
plane-wave (LAPW) basis®® as implemented in the WIEN2K
code®' and the linear muffin-tin orbital (LMTO) basis as
implemented in LMTART,?? in combination with the impurity
solvers based on the hybridization expansion.?!->3-2

The first half of the paper introduces the basic steps of
implementing the DFT+DMFT algorithm and provides a
pedagogical introduction to the method. Section II is devoted
to a crucial element of the DFT+DMFT formalism, namely,
the projection of the full electronic Green’s function to the
correlated subset. We show that the projection used in the
LDA+ U method leads to noncausal DFT+DMFT equations
while the projection on to the solution of the Schrodinger
equation within the MT spheres misses electronic spectral
weight. We propose a projection that leads to causal DMFT
equations and captures all electronic spectral weight. Section
IIT derives the DFT+DMFT equations from a Baym-
Kadanoff-type functional formalism. Section IV provides a
detailed flowchart of all the steps of the algorithm. In Sec. V
we discuss the necessary changes to the tetrahedron method
when used in the context of DMFT. Section VI described the
algorithm to compute transport properties within DFT
+DMFT. Section VII describes the impurity solvers based on
the hybridization expansion, the one-crossing approximation
(OCA), and the bold continuous time quantum Monte Carlo
algorithm (CTQMC). Finally, Sec. VIII discusses a new al-
gorithm for analytic continuation of the self-energy from the
imaginary to real axis.

In the second half of the paper, we describe the results
obtained by applying our new implementation of DFT
+DMEFT to several correlated materials. As a first test of the
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FIG. 1. (Color online) Schematic of the projection-embedding
step in the DFT+DMFT algorithm. The full Green’s function of the
solid G(r,r’) is truncated to its local counterpart PG=G;; . The
impurity solution delivers an effective local potential, which is em-
bedded (E) into the Dyson equation of the solid. The DMFT-SCC
connects the two.

algorithm, in Sec. IX we present its application to elemental
cerium. Section X is devoted to a class of heavy-fermion
materials, CeRhIns, CeColns, and Celrlns, dubbed Ce-155
materials. We show the difference in the electronic structure
among these three materials and demonstrate that the Ce 4f
electrons are most localized in CeRhIns and order antiferro-
magnetically below Ty=3 K, in agreement with experi-
ment, while the Ce 4f electrons are most itinerant in CelrIns.
We explain the origin of the subtle difference between the
three Ce-115 compounds from the electronic structure point
of view.

II. PROJECTION ON TO CORRELATED ORBITALS
WITHIN FULL-POTENTIAL METHODS

DFT+DMFT contains some aspects of band theory, add-
ing a “frequency-dependent local potential” to the Kohn-
Sham (KS) Hamiltonian. It also contains some aspects of
quantum chemistry, carrying out an exact local configuration
interaction procedure by summing all local diagrams, which
requires the definition of an “atomiclike” or “local” Green’s
function. The operation of extracting the local Green’s func-
tion G(r,r’) from the full Green’s function G(r,r’) is called
projection (or truncation). The reverse operation of express-
ing the local time-dependent potential 2(w), derived from
the solution of the atomic problem in the presence of a mean-
field environment, is called embedding. The various DFT
+DMFT implementations differ not only in the choice of
basis set but also in the choice of the projection-embedding
step. These ingredients are sketched schematically in Fig. 1.
The projection-embedding step connects the atomic and
solid-state physics and its proper definition is a conceptual
issue of DFT+DMFT method.

In the current formulation of DFT +DMFT,>3334 one must
define the correlated orbitals to which the Coulomb correla-
tion is applied, i.e., E(r,r’)=E§§1X§(r)§:§§r)(§,(r’), where
X¢(r) is a localized orbital. Usually, this is achieved by trans-
forming the DFT Hamiltonian to a set of localized Wannier
orbitals. These Wannier orbitals are then identified as the
local correlated orbitals of DMFT. Various choices of these
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orbitals were proposed in the literature, including tight-
binding LMTO’s,>* nonorthogonal LMTO’s,'® Nth-order
muffin-tin orbitals,?’ numerically orthogonalized LMTO’s,3¢
and maximally localized Wannier orbitals.?%3” The basis
functions must fully respect the symmetries of the problem
and be atom centered, rather than bond centered. Hence
maximally localized Wannier functions®® are not a good
starting point for DMFT.

Localized basis sets are a better starting point for our
purposes but the nonorthogonality of these sets pose a seri-
ous challenge. Straightforward orthogonalization mixes the
character of the orbitals, resulting in mixed the partial occu-
pancies and partial density of states (DOS), leading to incor-
rect partial electron counts. For example, within modern
DFT implementations, cerium metal has approximately one
4f electron. Naive orthogonalization results in a considerably
higher 4f electron count, leading to an unphysical DMFT
solution.

Even more challenging is the formulation of the good
localized orbitals (LO) in full-potential basis sets. Here, mul-
tiple basis functions are used to obtain more variational free-
dom. To implement DMFT in such basis sets, the group of
orbitals representing the correlated electrons in the solid
must be contracted to form a single set of atomiclike heavy
orbitals, i.e., one 4f orbital per Ce atom, one 3d orbital per
Fe atom, etc.

A straightforward projection on to the orbital angular mo-
mentum eigenfunctions Y, =Y, leads to noncausal DMFT
equations, which result in an unphysical auxiliary impurity
problem. The second often-employed choice is the projection
on to the solution of the Schrédinger (Dirac) equation inside
the MT sphere u/(E,,r)Y;(f). While this choice is certainly
superior to the straightforward projection, it does not take
into account the contributions due to the energy derivative of
the radial wave function u,(E,,r)Y,(f) and the LO at other
energies u,(E,,r)Y,(f), and hence misses some electronic
spectral weight of the correlated orbital. Alternative choices
are possible which simultaneously capture all spectral weight
and obey causality. We implemented one of them and we
believe it is superior to other choices in the literature.

The central objects of DMFT are the local Green’s func-
tion and the local self-energy of the orbitals within the cor-
related subset. We specify the projection scheme by the pro-
jection operator P(rr’,7LL’), which defines the mapping
between real-space objects and their orbital counterparts

(r,r’)—(L,L’") (see Fig. 1). The operator P acts on the full
Green’s function G(r,r’) and gives the correlated Green’s
function G, ,,>'°

G = f drdr' P(rr',7LL")G(rr"). (1)

The integrals over r and r’ are performed inside the sphere
of size S around the correlated atom at position 7. The sub-
script L can index spherical harmonics /m, cubic harmonics,
or relativistic harmonics jm;, depending on the system sym-
metry. We always choose the basis which minimizes the off-
diagonal elements of the correlated Green’s function in order
to reduce the minus-sign problem in Monte Carlo impurity
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solvers. In general, P is a multidimensional tensor with one
pair of indices in the space of local correlated orbitals (7L.L")
and the other pair in the space of the full basis set, which can
be expressed in a real space (rr’) or Kohn-Sham (k,ij) ba-
sis, where i and j are band indices.

The inverse process of embedding E, ie., the mapping
between the correlated orbitals and real space (L,L')
—(r,r’), is defined by the same four-index tensor. However,
instead of integrals over real space, its application is through
a discrete sum over the local degrees of freedom,

S(rr')= > P(r'r,7L'L)3],,. (2)

TLL eH

Here LL' € H means to only sum over correlated orbitals. In
actinides, the sum would run over 5f orbitals, in lanthanides
over 4f, and in transition metals over 3d orbitals. 7 runs over
all atoms in the solid and r over the full space. Note that
within the correlated Hilbert subspace, the embedding and

projection should give unity PE=I, iec.,
J drdr,P(rr,, TL]Lz)P(r’r, T’L3L4) = 5L1L45L2L357'7'”

3)

while the projection from the full Hilbert space to the corre-
lated set, followed by embedding, gives the correlated local

Green’s function in real space EPG(rr")=G(r.,r"),

Grr)= 2>

P(r'r, TL’L)J drdr,P(rry, 7LL")G(r 15),
7LL' eH

(4)
which is the central object of the functional definition of the
DMEFT described below. In general, the two operators P and
E could be different but they must satisfy the condition, Eq.

(3).

The two simplest projections, namely, the projection on to
the orbital angular momentum functions Y;, and the projec-
tion on to the solution of the Schrodinger equation, can be
explicitly written as

Po(rr’,7LL") = Y, (8,) 8(r = )Y, (F1), (5)

Pl(rr', 7LL") = Y, (£ )ul(r)u), (r)) Y} (£1), (6)

where r_=r—R_ is the vector defined with the origin placed
at the atomic position R, and u(r) is the solution of the
radial Schrodinger equation for angular momentum [ at a
fixed energy E,.

In the following, we will show that the projection PP,
used in some implementations of DMFT,!” captures the full
spectral weight of the correlated character L, but leads to
noncausal DMFT equations. On the other hand P' gives
causal DMFT equations but misses some spectral weight.

In our view, a good DFT+DMFT implementation should
satisfy the following conditions

(1) Correct correlated spectral weight. The projected den-
sity of states, computed from the projected Green’s function,
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pul0)= 5101, (0) - Gy, @
Tl

should capture the partial electronic weight inside a given

MT sphere at all frequencies, i.e., pL(w)ép]L“DA(w). In particu-
lar, G;;» must include the electronic weight contained in #,
and local orbitals. Projection should not include any weight
of other character, nor miss correlated weight.

(2) DMFT equations are causal. For any causal self-
energy 3, the DMFT self-consistency condition (SCC)

1 _ . DFT _ -1
w_Eimp_z_A—Ek:Pk[(w"‘M H. " -E2)"] (8)

should give a causal hybridization function A(w). Here we
used projections P, in momentum space as opposed to their
real-space definitions in Egs. (1), (5), and (6).

(3) Sufficient accuracy of the hybridization function. The
hybridization function is usually very sensitive to the choice
of the projector. Therefore, we require that in the relevant
low-energy region, the hybridization function is similar to its
DFT counterpart. Explicitly, A(w)=w-E;,,—(PGp)™" must
be sufficiently close to its DFT estimate, A(w)=w-E;,),
—(P°Gy)~". Here G(r,r’) stands for the full Green’s func-
tion G(r,r’) when %=0. The choice of %=0 is dictated by
the fact that the hybridization A, computed by P is not well
behaved for X #0, as we will show below. The motivation
for using P in the above equation is that we want to project
the full Hilbert space to a correlated subset with pure angular
momentum, either f or d, but not to a mixture of characters.

(4) Good representation of kinetic energy and electronic
density. Finally, it is crucial to faithfully represent the
kinetic-energy operator V> and electronic density in real
space, a feat most modern DFT implementations achieve.
The DFT+DMFT implementation should not reduce the pre-
cision already achieved in DFT underlying code.

Downfolding to only a few low-energy bands clearly vio-
lates the condition number (3) since the hybridization outside
the downfolded window vanishes. A more severe problem is
that downfolding approximates the kinetic-energy operator
by expressing it in a small atomiclike basis set, hence con-
dition (4) is violated. Therefore, we will focus our discussion
on DFT+DMFT implemented within full-potential basis sets
where all bands are kept at each stage of the calculation.
Downfolding to a sufficiently large energy window may
sometimes be helpful due to its conceptual simplicity, but
this approach cannot compute the electronic charge self-
consistently, as is possible in our implementation. Moreover,
the localized orbitals chosen in the downfolding procedure
combined with the limited number of hoppings retained of-
ten cannot faithfully represent the original Kohn-Sham
bands.

To be more concrete, we will give the proofs of the
“weight loss problem” and “causality problem” within the
full-potential LAPW basis. The equivalent derivation is pos-
sible for the full-potential LMTO basis. Inside the MT
spheres, the full-potential LAPW basis functions can be writ-
ten as”
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Xk (1) = 23 AT ul“(r) Y (F,), ©)

Ltk

where k=0 corresponds to the solution of the Schrodinger
equation u/(E,,r,) at a fixed energy E,, k=1 to the energy
derivative of the same solution u,(E,,r,), and k=2,3,...to a
localized orbitals at additional linearization energies
E! E,... Here 7 runs over the atoms in the unit cell.

The Kohn-Sham states i (r) are superpositions of the
basis functions

Y1) = 2 Cliches (1) (10)
K

and take the following form inside the MT spheres,

Y(r) = 2 AR (r) Y, (F,), (11)
7Lk
where ATF(K)=ZgAf K Ci or
fdfTYz(fr) lrbik(r) = EKAE(k)M;K(rT)
The projectors, Egs. (5) and (6), can be expressed in the
Kohn-Sham basis,

equivalently,

Pk(ij,TLL')zjdrdr'c,//,-*k(r)P(rr’,TLL’)d/jk(r’). (12)

Hence, projector P° takes the form
PYij,7LL") = J drdr’ i, (r)Y, () 8(r — r')Yz,(f;) Pi(r’)

= 3 AT )AL ()l ). (13)

Using projector P°, we get the following expression for the
partial density of states

Dy(0)= > AR K)AE K)uuf)So+p-ey),

kr'ki

(14)

which exactly coincides with the DFT partial DOS. Hence
PO satisfies the condition number (1). However, it does not
lead to causal DMFT equations.

To show that, consider the limit of a diverging self-
energy, > — —ioo, as is relevant for the Mott insulators. De-
spite the diverging 3, the projection must still produce a
finite hybridization. In the case when all the bands at the
energy of the pole are correlated, the hybridization should
vanish. In this limit, the DMFT self-consistency condition
(8) takes the form

-1 .. ! -1
(37+A),, =2 PG LL)| 2 PG LS, |
kij L2L3T' ij

(15)

where :: stands for the two band indices constituting a matrix
in ij to be inverted. Since A is finite while 3 diverges, we
neglect A to obtain the condition for causal projection,
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Oy = > Py(ji, TLL')Z

kij, 7L’

x [ S PGnrLLYsE, [ (e

LyLy7 ij

This equation must be satisfied for any matrix form of the
self-energy 3. Moreover, it has to be satisfied for each L and
L". We will show below that Eq. (16) is satisfied for a sepa-
rable projection [see Eq. (19) for a definition], while for a
nonseparable projection, it likely is not. One can check ex-
plicitly that P° violates the condition, Eq. (16). Only after
applying an additional trace over LL” will the two matrices
P2, cancel. However, for any given choice of LL", P° does
not satisfy the causality condition. Instead a pole in the self-
energy results in a diverging A with the imaginary part hav-
ing the wrong sign. The projection P is implemented in the
QTL package® of WIEN2K.?! The LDA+U implementation
within WIEN2K (Ref. 40) also uses P but this does not cause
any causality issues since the problem is unique to DFT
+DMFT. Additionally, simple impurity solvers such as
Hubbard-I (Ref. 17) do not incorporate a true hybridization
so they also avoid issues with causality.

Finally, let us mention an attractive feature of PO, Within
this scheme, the self-energy is independent of the radial dis-
tance from the atom r,, having only angular dependence in
the form X (f,f’). This matches the conceptual fact that the
impurity solver within the DMFT framework cannot deter-
mine the radial dependence of the self-energy. The impurity
solver can only be used to obtain the angular dependence of
3 by determining the expansion coefficients %, . In the ab-
sence of any knowledge of the radial dependence of 3., the
natural choice is a constant function, independent of radius
r,. Since 2(r,r’) is a function of two vectors, a radial delta
function would be an obvious choice. However, issues with
causality preclude the use of this projection.

The second projection P! of Eq. (6) takes the following
form in the Kohn-Sham basis:

Py(ij.7LL") = 25 ATFR)ATS, () ey )Y ey

(17)

The partial density of states computed from the correlated
Green’s function using P' is

D(w)= >, AFKAT K ududlu Yoo+ - ex).

ki'ki

(18)

Comparing Eq. (18) with Eq. (14), we notice that (u["|u[",

is replaced by (u/*|u?) (uf ulTK,), which leads to incorrect
spectral weight. In particular, for k=1, the original overlap in
Eq. (14) is (@]|4]), while the overlap obtained by P!, van-
ishes.

Causality is not violated for any projection P, which is
separable, i.e., can be cast into the form
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UKTURT (19)

k(- ’
P*(ij,7LL") = P
The condition, Eq. (16), can then be expressed as

1= 2 UkTi“(UkTETUkTi“)—lUkTET’ (20)

k
which is clearly satisfied when UX™UK7 is invertible matrix
because UT(UXU")'USU'U(UTU)'=1. This is satisfied

PArr 7LL') = D, (0) ARl i)
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when the Kohn-Sham Hilbert space is of larger dimension
than the correlated Hilbert space. The projection P! leads to
causal DMFT equations and, therefore, is a better choice
than P°. However, some spectral weight is lost at energies
away from the linearization energy E,. To this end, we also
implemented an alternative projection within WIEN2K
package,>! which preserves both causality and spectral
weight. This projector is given by

VAT () ()

ijkrr’
E AT]ATK2< ]TK||MITK2> 2 ATZI ATZZ ’TK1| TK2>
L J J
X KK " KKy " (21)
TK TK TK TK:
> AFAT P Wl [\ 2 AT AT Y )

KK

Here index L runs over the local basis in which the Green’s
function is minimally off-diagonal (cubic harmonics or rela-
tivistic harmonics).

The projector is separable, as postulated in Eq. (19), and
the transformation U is

U:(LT = 2

K

AT R) ] |u®)ST, (22)

with

2 ATK] TK2< lTK1|uTK2>

KKy

TK| TKZ
2 AiL AiL

KKy

Sh = (23)

TR THON

Hence, the DMFT equations are causal. Moreover, Plz((ii ,LL)
is identical to Pp(ii,LL) and hence the partial density of
states D; (w), obtained by P2, is identical to Eq. (14). Hence,
the projection correctly captures the partial spectral weight.
Knowledgeable reader would notice that the projection is
slightly nonlocal because S}, is weakly momentum depen-
dent. At energies where u or local orbital substantially con-
tribute to the spectral weight (away from the Fermi level),
we give up locality in expense of correctly capturing the
spectral weight.

All projection schemes lead to slightly nonorthonormal
correlated Green’s function. This is because the interstitial
weight is not taken into account and because the full-
potential basis is overcomplete. To have an orthonormal
impurity  problem, we  compute the  overlap
3,;Pii, 7LL") = O;,, and  renormalize P%(ij,7LL")
—>2L1L2( \5)LL1P2(U’ TLILZ)(%)LzL"

Finally, we remark that the segment of our code which
builds projections P°, P!, and P? within WIEN2K. (Ref. 31) is
based on the QTL package of Pavel Novak.?

KiKa

Similar projections within LDA+DMFT method were
proposed before. In particular, the method by Amadon et
al.?® proposed to construct the Wannier functions for the cor-
related subset only, while the DMFT equations were solved
in the Kohn-Sham basis, restricted to some subset of low-
energy bands. The local orbitals used for the projection were
either all-electron atomic partial waves in the PAW frame-
work, or pseudoatomic wave functions in mixed-basis
pseudopotential code. Hence, in the language of projectors,
the method was similar to choosing the projector to be P

xR R is the partial waves or pseudoatomic
wave functlon. While this method is clearly causal, it looses
spectral weight of the correlated angular momentum charac-
ter. Moreover, the implementation of the method did not al-
low the self-consistent evaluation of the electronic charge.
Similarly, the implementation of LDA+DMFT within an
LAPW code by Aichhorn et al*' also cannot self-
consistently compute the electronic charge. These authors
use the projection P' defined in Sec. II. In addition, their
impurity solver did not take into account the full Coulomb
interaction, Eq. (28). Only the density-density part of the
interaction was considered by Aichhorn er al. (only the z
component of the Hund’s coupling) which allows substantial
simplification of the impurity solver but leads to improper
description of the multiplet structure of the correlated atoms.
The method of Anisimov et al.?® also proposed a construc-
tion of the Wannier functions using an arbitrary set of local-
ized orbitals. In their work, the local-density approximation
(LDA) Hamiltonian was truncated to Wannier representation
for the purpose of obtaining the DMFT self-energy. This sim-
plifies the self-consistent DMFT problem but makes it im-
possible to implement the charge self-consistency. Finally,
Savrasov et al.'® proposed a projector particular to LMTO
basis set, for which causality was not proven.
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III. DFT+DMFT FORMALISM

To derive the DFT+DMFT equations, we define a func-
tional of the correlated Green’s function G(r,r’) and extrem-
ize it. The correlated Green’s function G(r,r’) is defined by
Eq. (4), and the functional to be extremize is

I'[G.pl=-Tr In(G™") - TH[2'G]+ ®[G.p], (24)

where Tr runs over all space (orbitals, momenta) and time
(frequency). The quantities appearing in the above functional
are

G, () =[iw+p+V? =V, (1)]8(r - r') = X (r,r'),
(25)

zzt(r»r’) = [VH(r) + ch(r)]ﬁ(r - r,)
+[2,(r.r) —Epcsr—r)]0(r<S), (26)

O[G,p]=Pylp] + D, [p] + Ppmper G] - PpclF],

p=Ti[G], (27)
where Tr is trace over time only (not space), V,,, is the
potentials due to ions, Vy, V. are the Hartree and exchange-
correlation potential, respectively. @pyprl G] is the sum of all
local two particle irreducible skeleton diagrams constructed
from G, and the Coulomb repulsion U (screened by orbitals

not contained in G), and @ is the double counting func-
tional.

We assume that the Coulomb interaction U has the same
form as in the atom, i.e.,

21 k
47F
S Ui
- 3 ST, )
Ly,.. .,Ld,m,mr' k=0 +
X<YL,,|YZm|YLd>fzao-fzhg'deo-’fL(m (28)

however, the Slater integrals are reduced due to screening
effects. Typically, we renormalize F’---F% by 30%, from
their atomic values, while F°, being renormalized more, can
be estimate by constraint LDA or constraint random-phase
approximation (RPA).*?

To extremize the functional Eq. (24), we take G and p as
independent variables, and use the following functional de-
pendence: 2[G], Ppvprl Gl EpclGl, @plG] are functionals
of G. Consequently, G is also a functional of G, i.e., G[2(G)].
On the other hand, Vy[pl, V. [pl, ®ulpl, P, [p] are func-
tionals of the total electron density, hence G is also a func-
tional of p since G[Vy(p)+V,.(p)]. Finally it is easy to check
that

Tr{2"'Gl=Ti[ (Vi + Vi )pl + TH{ (2 - Epc)G].

With the above functional dependence in mind, minimization
with respect to G gives

Ppyerl 9] B Ppl 9]
oG G

and minimization with respect to p leads to

2 -Epc=
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5¢)H[P] 4 @xc[p]
op Sp

VH + ch =

Hence the Hartree and exchange-correlation potential are
computed in the same way as in DFT method (note however
p is electron density in the presence of DMFT self-energy),
while the DMFT self-energy is the sum of all local Feynman
diagrams, constructed from G and Coulomb interaction U.

To sum up all local diagrams, constructed from G and
screened Coulomb interaction U, we solve an auxiliary quan-
tum impurity problem, which has G=G,,,, as the impurity
Green’s function, and X as the impurity self-energy 3,
=2. The impurity Green’s function is Gi,,=1/(iw-E,,,
—-2,,p—A), hence the DMFT self-consistency condition
reads

ﬁ(iw +u—HPPT - Ei)_l =(iw=Ejppp =2 — A7
(29)
where =3 -E; and Ep is the interaction included in

DFT (double counting). The self-consistency condition takes
the explicit form

f drdr’P(rr’,TLL’){[iw+,u,+V2—VKS(r)]é(r—r’)
(rr")<S,

= -1
— E P(I',I', TLILZ)EZZLI}

LiLyeH
=[(iw=E],— 3= A ,,, (30)

where Vis=V,,+Vy+V,. and S is the muffin-tin radius.

For efficient evaluation of the DMFT self-consistency
condition, Eq. (30), we choose to work in the Kohn-Sham
(KS) basis. At each DFT+DMFT iteration, we first solve the
KS-eigenvalue problem

[- V2 + Vis(0)1thi(r) = €. (31)

Then we express the projection P in KS basis, P;(ij, 7LL'),
where i,j run over all bands. We then perform the embed-
ding of the self-energy, i.e., transforming it from DMFT base
to the KS base

Skil@) = X Pi L L)E] (@), (32)

T.LiLy

In KS base, we can invert the Green’s function, Eq. (30), to
obtain the practical form of the self-consistency condition

G =2 Pi(ij LL[(i0+ p— & - S (@), (33)
kij

1
iw=-Ej,,~%(0) - A(w) o

gZL’ = (34)

This is of course equivalent to Eq. (30). Finally we solve this
self-consistency equation for a given self-energy 2 (w) to ob-
tain the hybridization function A” and the impurity levels
E] .
imp
We note in passing that the self-energy () is a complex
function, and its imaginary part is related to the electron-
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electron scattering rate, which is very large in correlated ma-
terials. In Mott insulators, it is even diverging. Hence, the

DMFT “effective Hamiltonian” €+ (w) cannot be diago-
nalized by standard methods to obtain a set of eigenvalues,
i.e., bands. The eigenvalues are complex and hence only the
spectral weight A(k,w):GZ;(w)—Gk(w)/(bTi) is a well-
defined quantity. The absence of well-defined bands in cor-
related materials makes computational techniques more chal-
lenging. For example, the calculation of the chemical
potential is far more demanding because one cannot assign a
unity of charge to each fully occupied band. Rather all com-
plex eigenvalues, even those which are far from the Fermi
level, need to be carefully considered. This point will be
addressed below in Sec. IV, item (5). Further, the tetrahedron
method,*? a very useful technique to reduce the number of
necessary momentum points in practical calculation, is not
applicable since it needs real eigenvalues. We address the
necessary generalization of this method in Sec. V.

Note that generalization of the projector and the LDA
+DMFT formalism to cluster DMFT is very straightforward.
One needs to increase the unit cell to include more sites of
the same atom type. The self-energy and the Green’s func-

! !
tion become matrices in index 7, i.e., EZ,, QZ,. The trans-

formation P is also straightforwardly generalized to matrix
form Py(ij;7L7'L"). The only difference in the definition of
the projector Eq. (21) is that A;, is replaced by AZ’, (AL
remains unchanged), which amounts to the integral over two
different spheres around two atoms of the same type. Finally,
in cluster-DMFT case, the self-energy in KS basis, Eq. (32),
has to be summed over both 7 and 7', and self-consistency
condition, Eq. (34), becomes a matrix equation in 7,7’. The
challenging part of the cluster-DMFT formalism is in solving
the cluster-impurity problem. In combination with impurity
solvers based on the hybridization expansion (discussed be-
low) the computational effort grows exponentially with the
number of correlated sites. In the weak-coupling impurity
solvers, the computational effort grows as a power law, how-
ever, these techniques usually cannot reach the interesting
regime of strong correlations and low temperatures.

The major bottleneck in evaluating the DMFT self-
consistency condition in our method is the multiplication of
the projector Py.(ij,LL") with % in Eq. (32) and multiplica-
tion of projection with Green’s function Gy ;; in Eq. (33).
Since projection P? is separable, one can write the operation
in terms of matrix products. Still, these sums run over all k
points (typically few thousands) and all frequency points
(typically few hundreds).

For the efficient implementation of the set of Egs. (32)
and (33), we first notice that the transformation P (or its
separable part U) is very large and is not desirable to be
written to the computer hard disk. Hence, we generate it only
for one k point at a time and evaluate both products at this
particular k point. Non-negligible amount of time is neces-
sary to generate the transformation Eq. (21), and because this
transformation does not depend on frequency, it needs to be
used for all frequencies in Egs. (32) and (33). Hence paral-
ization over frequency is not implemented while paralization
over k points is. Note that because of the sum over atoms (7)
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in Eq. (32), the transformation for all atoms needs to be
computed first, and only then the sum in Eq. (32) can be
evaluated and the self-consistency condition, Eq. (34), can be
inverted.

To optimize the sum in Egs. (32) and (33), one can notice
that local quantities such as self-energy and local Green’s
function possess a large degree of symmetry when written in
proper basis (real harmonics, relativistic harmonics): many
off-diagonal matrix elements vanish, and many matrix ele-
ments are equivalent. For example, in a d system with cubic
symmetry, one has only two types of self-energy 7, and e,.
Hence, instead of summing over 10X 10 matrix elements in
Eq. (32), one can rewrite the sum over two matrix elements
t=(0,1), i.e.,

S i@ = 2 S(w) P i, 1), (35)

where Pkr(ji’t)ZEE(LI,LZ):Z(f)PkT(ji’L2Ll) and the indices
L,,L, here stand for the real harmonics rather than spheric
harmonics. The later transformation is independent of fre-
quency, while the sum Eq. (35) needs to be performed for all
frequencies, hence the compact form of the transformation
saves a lot of computer time.

IV. ALGORITHM

The implementation of the DFT+DMFT algorithm is
done in the following few steps: (1) p(r). We converge the
LDA/generalized gradient approximation (GGA) equations
to get the starting electronic charge p(r). We use the nonspin
polarized solution as starting point. In the ordered state, the
DMFT self-energy is allowed to break the symmetry, while
typically the exchange-correlation potential is not allowed to
break the symmetry (LDA rather than LSDA).

In this preparation step we also obtain good estimates for
the Coulomb repulsion U (which is represented by Slater
integrals F°, F2, F*, and F°). Slater integrals are computed
by the atomic physics program of Ref. 44 and they are scaled
down by 30% to account for the screening in the solid. The
F terms is very different from the atomic F° and is obtained
by constraint LDA calculation or constraint RPA
calculation.*?

(2) i(r). We solve the DFT KS-eigenvalue problem

[= V2 + Vi () Jai(r) = ll/ki(r)eﬁ“
to obtain KS eigenvectors, core, and semicore charge, and
linearization energies E,.

(3) 3,,/. We start with a guess for the lattice self-energy
correction 3(w)=3(w)+3.—Epc [here S is the dynamic
part of the self-energy with the property 3 (o0) =0]. A reason-
able starting point is 3(w)=0 and Epc=(3..). The potential
in the first DMFT iteration is thus the DFT potential.

4) E_)k,,»j. Next we embed the DMFT self-energy ig,(m)
(shifted by double counting) to Kohn-Sham base by the
transformation, Eq. (32), to obtain ik,ij(w).

(5) . Using the current DMFT self-energy (o), and the
current DFT KS potential Vig, we compute the current
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chemical potential. This is done in the following steps.

(i) Complex eigenvalues g (w) of the full Green’s func-
tion are found in the large enough energy interval (at least
[-2U,2U])) by solving

2 [0y + S @)1Ci( @) = Cl(w)er(w).
J

Here C;; are DMFT eigenvectors expressed in KS base.
The DMFT eigenvalues outside this interval are set to DFT
eigenvalues. We need only eigenvalues in this step but not
eigenvectors.

(ii) The chemical potential is determined using precom-
puted complex and frequency-dependent eigenvalues gy,
On imaginary axis we solve

1
Npuw=T 2 - ;
o kLo, lw, + - 8kl(lwn)

and on real axis we solve

f _ flo)do
W) o+ p-ggy(w)

If enough k points can be afforded, we use special point
method, otherwise the “complex tetrahedron method” can be
used (see Sec. V).

For numerical evaluation of the real axis density, we dis-
cretize the integral

Nval=_

dw

a; W+ p— 8kl(("-)i)

Ual__ Im Ef )E
k!

with a;=(w;+w;_)/2 and b;=(w;,,;+w;)/2. When using
the special point method, the integral over frequency is
evaluated analytically, and the terms of the form log[a;+u
—gi(w,;)] are summed up. Alternatively, we sometimes use
the complex tetrahedron method, where the four-dimensional
integral is evaluated analytically (see Sec. V)

When DMFT is done on imaginary axis (using imaginary
time impurity solvers), we evaluate

N=Sse-wear S 2[. !

0<w,<wy ki L1@n+ M= exiw,)

1 1 e~ M
- | — —arctan
lw, + 1 — gy w Wy

1 o -
+ —arctan( S M) (36)

a wy

Here sﬁ, is the real part of the eigenvalue at arbitrary
frequency. We choose the lowest or the last Mastubara point.
Again, the tetrahedron method can be used for momentum
sum.

For Mott insulators, the above described method is not
very efficient, because even a small numerical error in com-
puting N, places chemical potential at the edge of the Hub-
bard band, either upper or lower. This instability usually does
not allow one to reach a stable self-consistent solution. We
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devised the following method to remove this instability: (i)
the diagonal components of the self-energy were fitted by a
Wy
polelike expression 3, =3, +io P

(ii) Next, we neglected broadening of the pole (I';), which
should be small in the Mott insulating state. We computed a
quasiparticle approximation for the Green’s function G{’,
i.e.,

DFT _
(Gzp) =iw— gy,

S kT | 1 ’r/_ k7
,ij UiL\“WLiw_PL\‘WLUjL ’

(37)

where U% is part of the projector PX(ij, 7'LL’):U§-‘LTU;‘L"}k
defined above.

(iii) The above Green’s-function formulae can be cast into
a block form

DFT |, § k7| -1
+3., UTNW
Gﬁ”=[iw—(8“_ , )] = (iw—H{).
/ k7t
VWU P

(38)

Here H{" is the quasiparticle Hamiltonian which can be
diagonalized to obtain the quasiparticle bands. We notice that
the number of quasiparticle bands of the Mott insulator is
larger then the number of Kohn-Sham bands because Mott
insulators have at least two Hubbard bands. The quasiparticle
bands are not very accurate away from the Fermi level, how-
ever they are sufficiently accurate at low energy and allow
one to identify gaps at the Fermi level. Once a gap in the
spectra of H{" is identified, the charge is computed using the
full DMFT density matrix to verify the neutrality of the
solid. If the solid is neutral when chemical potential is in the
gap, the chemical potential is set to the middle of the gap.

(6) A. Impurity hybridization function A(w) and impurity
levels E;,, are computed in this step

We use Eq. (33) to get g 7, and we use the high-
frequency expansion of both Egs. (33) and (34) to determine
impurity levels

Epy =—Epcop + E Py (ii,LL")e™

impy

(7) 2,y Impurity solver uses A;;/(w), E,,, and Cou-
lomb repulsion U (which is represented by Slater integrals
F°, F?, F*, and F9) as the input and gives the new self-energy
3, 1/(w) as the output.

Currently we integrated the following impurity solvers:
OCA (see Sec. VII B), Noncrossing approximation (NCA),
Continuous time quantum Monte Carlo (CTQMC).?? The lat-
ter is implemented on imaginary axis and the former two on
real axis.

Before the impurity solver is run, we exactly diagonalize
the atomic problem in the presence of crystal fields, to obtain
all atomic energies E,, and the matrix elements of electron
creation operator in the atomic basis (m|f"*|n). Since the
impurity levels can change during the iteration, the crystal
field of the atomic problem can change as well. In case of f
systems, the crystal-field splittings are small and one can
assume that they do not change substantially from their DFT
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value. Hence the exact diagonalization can be done only
once at the beginning. For the d systems, the crystal-field
splittings are larger, and this approximation is in general not
necessary satisfactory, hence the exact diagonalization needs
to be repeated in the charge self-consistent cycle. A special
care needs to be taken here when using CTQMC. To speed
up the convergence of CTQMC solver, we typically start
simulation with the status of the kink distribution from pre-
vious DMFT step. Since exact diagonalization can reorder
eigenstates, these kinks need to be properly renumbered, to
efficiently restart simulation.

(8) ... It is very hard to achieve reasonably precise self-
energy at high frequency with impurity solvers based on hy-
bridization expansion. However, to correctly compute elec-
tronic charge, it is crucial that the self-energy at high
frequency approaches its Hartree-Fock value and the impu-
rity Green’s function and self-energy at large frequency
properly behave. Hence, we correct X, at each iteration. This
is quite straightforward, given the fact that impurity solvers
determine the impurity density very precisely. These steps
only corrects the high-energy tails of the impurity Green’s
function and impurity self-energy, while we make sure that
the low-energy part, which is computed very precisely by
these methods, is not altered.

In the case of CTQMC solver, we compute the atomic
Green’s function using CTQMC probabilities for each
atomic state (see Ref. 23 for details). The high-frequency
tails of the self-energy can then be computed. These analytic
tails are then used instead of noisy QMC data.

In OCA and NCA impurity solvers, we project out very
high excited atomic states. This has negligible effect on the
low-energy physics, however, it results in a missing weight
at high frequency, and hence wrong self-energy at infinity. To
correct for this deficiency, we add two Lorentzians to the
impurity Green’s function

Glw) = fA(x)dx a; . a,

w-+il w-6+il’

typically with €, <-U and €, > U. Here we omitted the sub-
script LL' for the impurity Green’s function G; ;. for clarity.
The parameters a,,a,, €, €, are determined by the following
constraints.

(i) Normalization. my+a,;+a,=1, where m, is the integral
of A(x).

(ii) Density. n+a,=n 40, where n=[A(x)f(x)dx and n,,,,
is the impurity density determined by the impurity solver in
an alternative, more precise way (from pseudoparticle den-
sity).

(iil) 2... m +a, € +a,6,=E,,,+>.,, where m, is the first
moment m;=[xA(x)dx.

Once the following three constrains are satisfied, the self-
energy at high frequency approaches its Hartree-Fock value,
and the spectral function respects the total impurity density.

(9) 3. Using the new impurity self-energy, we determine

the new lattice self-energy S(w)=3(w)+3..—Epc, where
Epc=U(n-1/2)-J(n/2—-1/2) with n the correlated nominal
occupancy.

(10) Goto 4. If the convergence of charge is hard to
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achieve, we iterate the DMFT loop a few times. We call this
loop the DMFT loop. If the DMFT loop is to be iterated,
jump to 4.

(11) u,p(r). The eigenvalue problem is solved for all mo-
mentum and frequency points,

E [SEFTEU + 2kz](w):lckﬂ = Ckll Exlw-

Here we evaluate both, eigenvalues and eigenvectors. Since
this is a non-Hermitian eigenvalue problem, the left and right
eigenvectors are not complex conjugates of each other. We
use notation Cl‘;’ff for the right and Ckll for the left eigenvec-
tor.

Using the DMFT eigenvalues, we recompute the chemical
potential as in (5).

We then recompute the electronic charge from the DMFT
eigenvectors

Yiolr) = 2 th(r) iy,

where i4; are Kohn-Sham eigenvectors (solutions of the
LDA eigenvalue problem). The electronic valence charge on
real axis is

—mz WQAQ@L%N)

~ €klw

pval(r) ==

and on imaginary axis is

pval(r) TE lflw ( ) lew (I')

klo, Lo, + M= 8y,

We compute the electronic charge using similar technique
as used above to compute the chemical potential. The elec-
tronic charge is

pva[(r) = E l;bki(r) ll/ltj(r)WE}/v[FT

kij
The weights WEZ!FT on real axis are computed as

DMFT
Wk Jij 2 Ckll WkIP

with
1
w+ pu— Ekio),

1 by
Wklp =- ;f(wp)lm dw
ap

and a,=(w,+w,1)/2 and b,=(w,,;+w,)/2.
On imaginary axis we evaluate the weights by the follow-
ing expression:

oo
w,,!

w,R ~w,L 0 (P0*
GiGa GaGH

iwn Ll 8kla)n iwn +u- sklwo

+ 2 Cl?l(}ckjl JC ®).

Note that the DMFT density matrix WEI[‘;IFT is a Hermitian
matrix in Kohn-Sham band indices i and j. Hence, we can
use eigenvalue techniques for Hermitian matrices to decom-
pose W into
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DMFT #
Wi = > Ux.iwxaUy ji-
1

The LDA +DMFT electronic charge can then be evaluated
by rotated Kohn-Sham vectors, and DMFT weights wy ; by

Poai(r) = > [2 Unirthi(r) ] Wk,l[ > wltj(r) Uli.ﬂ] )
K| i 7

Hence, the code to compute the LDA charge can be sim-
ply converted to compute the DMFT charge by just replacing
the Kohn-Sham LDA weight by DMFT weight wy;, and by
rotating the Kohn-Sham eigenvectors by the above computed
eigenvectors Uy.

Finally, the DFT core and DFT semicore charge is added
to the valence charge, and the resulting total charge is renor-
malized in the standard way, such that the charge neutrality
is satisfied to high accuracy.

(12) E,,,. The total energy is computed on the output den-
sity p(r) using the low-temperature limit of the functional
Eq. (24) evaluated on the DFT+DMFT solution,

1
Etotal = Tr[(_ V2 + Vext)G] + ETI'[EG] + EH + Exc - (DDC'
For computation, the formula is cast into the following
form:

Ejora=Ttl(= V2 + Vis) G] - f [Vi(r) + Vi (r)]p(r)dr + Ey

1
+E, + ETr[EG] -Opc
and evaluated by

Etot = 2 DFTWEIXIFT f [VH(r) + ch(r)]P(r)dr + EH + Exc

i

imp
E @DC,

potential

where WEMFT is the DMFT density matrix defined above,
and

E},'Z’Zemr—T > 37 (06 (w,) (39)

wy, JLL'

is the impurity potential energy, which can be computed very
precisely by most impurity solvers, such as CTQMC or
OCA. For example, in CTQMC we sample probability for
each atomic state P,. Using these probabilities, we can

mp atom _ imp _imp
evaluate Epmemml_E P E =2 E g

(13) Mix. The total electronic charge is mixed with the
charge from previous iterations using multisecant mixing of
Marks and Luke.®

(14) DFT. In this step, we recompute the DFT potential
(Hartree, exchange-correlation potential), the Kohn-Sham or-
bitals and linearization energies.

(15) Goto 11. If the self consistency is hard to achieve,
jump to 11 and determine the best electronic charge p(r) on
the current impurity self-energy . We call this loop the
LDA loop.
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(16) Goto 6. If the electronic charge and self-energy are
not converged, jump to 6. We call this loop the charge loop.

V. COMPLEX TETRAHEDRON METHOD

The calculation of the electronic density, as well as the
correlated Green’s function, requires precise evaluation of
integrals, which contain diverging poles. In systems with
many atoms per unit cell, one cannot afford enough k points
to get hybridization function A(w) smooth on a scale of tem-
perature 7" without introducing artificial broadening larger
than 7. Hence, to avoid artificial broadening larger than the
low-energy scale, we need to use alternative summation over
momentum. The tetrahedron method* is used in this case. In
the context of DFT+DMFT, an additional complication is
that the eigenvalues are complex numbers. Although the ana-
lytic formulas for the integration over a tetrahedron can
straightforwardly be evaluated, and are given in Appendix A,
a more severe problem is the interpolation of the multidi-
mensional complex functions €, in momentum space. Below
we give details on a method to overcome this difficulty.

Computation of the Green’s function requires the evalua-
tion of the following integral:

o= Sk
k @~ €ko

which can be rewritten as
g= E f Phk——

where the sum runs over all tetrahedrons ¢ and integral needs
to be performed over the particular tetrahedron ¢. i is the
band index. The linear interpolation of C;; and linear inter-
polation of ¢, in momentum space leads to analytic formu-
las for the weight functions w(i,k, ) (given in Appendix A),
which can be used to evaluate g to higher precision by g
=2w(i, Kk, w)C.
Similarly, the electron density is computed by

Nyg = 2 dwf(w)
ik

W+ U= €xy

zkw

We take a frequency mesh, which is sufficiently dense at
zero frequency that it can resolve the Fermi function f(w),
and we approximate

Wi +0; /2 dw
Nyy=- _Im Ef(w )f d3kf
t,i,j (a) o; )2 W+ U= €y

2 72

=- —Im > flowywi;| k ( _1>. (40)

k.i,j

Here the integral [, is the integral over a particular tetrahe-
dron ¢. The weights can again be computed analytically and
are give in Appendix A.

To evaluate the integral over a tetrahedron #, which has
corners in momentum points k;,k,,ks,ks, we need to inter-

polate the eigenvalues € ky» €irky» Eirkeyr ik, inside the volume
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of the tetrahedron. Since there are many crossing bands (in-
dex i), it is not at all simple to find a good interpolation of €
inside the tetrahedron.

In the standard tetrahedron method, where eigenvalues are
real numbers, one sorts the eigenvalues at each k point, to get
the vector of increasing energies € ;,€,y,..., and then one
linearly interpolates each sorted component of the vector
€ik > €ikyr €ikyo Eik, inside the tetrahedron. Hence, all cross-
ings are avoided. It is however important that no artificial
crossings are obtained in the interpolation because a crossing
gives a diverging contribution to the integral.

Complex eigenvalues, which appear in DFT+DMFT,
cannot be sorted. Hence, the interpolation is not at all simple.
A reasonable attempt would be to sort eigenvalues according
to their real parts and just neglect their imaginary parts when
sorting. It turns out that in strongly correlated regime, where
the self-energy becomes very large at some frequency points,
the error in tetrahedron method is so large that the hybrid-
ization function can become noncausal in such points. Due to
this nonadequate interpolation, the Green’s function has a lot
of noise, superimposed on a smooth curve. However, hybrid-
ization function, which is many times more sensitive than the
Green’s function, has unbearable large error, which cause
enormous error in the solution of the impurity problem.

To overcome this problem, we implemented a special type
of smooth interpolation, based on the idea that the absolute
value of the energy should not change much from one k point
to its neighboring k point. For each tetrahedron, we minimize
the following functional:

> X

€, ~ Gi,kﬂ|2 =min, (41)
i (a,B)epairs

where the six pairs of the tetrahedron corners are:
(1,2),(1,3)...(3,4) and i runs over all bands. We minimize
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the functional with respect to the order of eigenvalues in all
corners of the tetrahedra.

To minimize the above functional, we can choose an ar-
bitrary order of bands in the first k point k;, and then we have
to permute the components of the other three k points
(ky,k3,k,). Hence the number of all possible trial steps is
(n!)?, where n is the number of bands, and is typically of the
order of few hundred. Obviously, not all arrangements of the
eigenvalues can be tried. Our algorithm for sorting the eigen-
values is: (1) sort the eigenvalues according to their real
parts.

(2) Use METROPOLIS Monte Carlo method (for 7=0) to
flip components of a vectors € ;< € ;. Try to flip compo-
nents in any of the momentum points k,, ... ,ky.

The trial steps are chosen in such a way that the probabil-
ity for flipping two eigenvalues, which have very
different real parts, is very small. We typically choose an
exponential distribution function with probability P(|i—j|)
wexpl(|i—j|/5).

VI. TRANSPORT CALCULATION USING DFT+DMFT

In this section, we will give the efficient algorithm to
compute the dc conductivity within DFT+DMFT. The
higher-order transport coefficients can be computed along
the similar lines, although the computation becomes more
technically involved.

The dc conductivity can in general be expressed by

1

o’ = lim —X;’w(w+ id), (42)
w—0 W

where the current-current correlation function y is expressed

diagrammatically through the electron Green’s functions and

the current vertex function by

Xlio)=—T 2 o5 GUP(in, )Gl (i, — i) T, (Kb @,). (43)
a Pyl

PPy
’ ’
kov,.p1.p2.01:P>

Here I'(kv,,, w,) is the current vertex function, which satisfies the integral equation

ov kv
Fpépi(kvm,wn) = Uy~ T E

X' v plp P1PaP3Py
T V,sP3:P4:P3:P4

and I(kv,,,k'v ;w,) is the particle-hole irreducible vertex,
whose limit at zero frequency and Fermi momenta is the
Landau interaction function. vX” are velocities given by

K ie
UP1P2 == ﬂ<¢kpl|vv| ¢kp2>-

All quantities are expressed in a Bloch basis, for example,
the Kohn-Sham basis, which diagonalizes the static part of
the action.

7, (kv kv 0,) Gl (v ) GRS (i), — i, )T Y (k' v, ,) (44)

o'

3P4

In general, the two-particle vertex function is very diffi-
cult to compute. In some cases, the vertex corrections vanish
and the transport quantities can be computed from the
lowest-order bubble diagram.

If self-energy is momentum independent, and the single
band approximation is appropriate, the vertex correction van-
ish, as shown by Khurana.*® In multiband system, the follow-
ing set of conditions are sufficient for the vertex correction to
vanish: (1) the irreducible vertex function is local, i.e.,
I(kv,k'v'; w,) does not depend on k or k’. (2) Velocities are
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odd functions of momentum, i.e., v ¥=—v¥. (3) Green’s func-

tion is even functions of momentum, i.e., G_=G.

Under the above conditions, it is clear from Eq. (44) that
only the zeroth-order term remains and vertex is unrenormal-
ized T'(k)=v*. Consider the first-order term 3/ /Gy,Gyv®’
in Eq. (44) or the second-order term
SlGir G lGGw® in Eq. (44). The function being
summed is odd in k’ and k", respectively, and hence the
terms vanish.

Under which circumstances the above three conditions are
met? The first condition is exact in the limit of infinite di-
mensions. Thus in dynamical mean-field theory, the irreduc-
ible vertex is local. For many three-dimensional (3D) sys-
tems, it is believed to be an excellent approximation.
However, the velocities are not necessary odd functions of
momentum, in particular, they are obviously nonzero in strict
atomic limit, thus violating the condition (2). Finally, the
third condition is obviously satisfied in single band theories
with local self-energy, where Gy(w)=1/[w+u—e—2(w)]
because €_p=¢€,. In dynamical mean-field theory the self-
energy operator is approximated by a purely local quantity.
However, the local approximation is made in a localized ba-
sis. The self-energy in the Kohn-Sham basis is given by Eq.
(32), and is obviously momentum dependent. In general

case, the resulting self-energy &)+ ﬁkTZ is not an even func-
tion of momentum, and hence G_; # Gy.

Due to difficulties in computing the two-particle vertex
function to high accuracy on real axis, the vast majority of
theoretical calculations ignore the vertex corrections to con-
ductivity. At present it is not clear how important the vertex
corrections to optical conductivity and transport are in corre-
lated electron materials. They are likely small because they
vanish at low energy, where an effective single-band ap-
proximation is possible. And they are also small at interme-
diate energies where the interband transitions give major
contribution to optical conductivity. However, a thorough in-
vestigation of the vertex corrections and consequently ap-
pearance of excitons in correlated materials is a very inter-
esting avenue for future research.

In the absence of vertex corrections, the current-current
correlation function, Eq. (43), becomes

2
Im ()= ”78002 dyLf(y - w) - f(3)]
k

X Tr p(y)0 *pi(y — w)v*],  (45)

where p=(G'~G)/(27i). Both spectral density pj and ve-
locity vy are matrices in orbital indices and trace is taken
over the orbitals and spins in Eq. (45). Finally, the real part
of the dc conductivity is given by

L)y | dy( )Tr[pk(y)vkﬂpk@)vk"] (40)
0 k

The dynamic self-energy is computed by an impurity solver,
which is implemented either on the real or imaginary axis.
The most precise impurity solvers, such as CTQMC, are
implemented on imaginary axis, hence we would like to for-
mulate the method also for the case of imaginary axis self-

PHYSICAL REVIEW B 81, 195107 (2010)

energy. Since the dc transport is sensitive to the behavior of
the self-energy at low frequency, we take the power expan-
sion for 2(iw) and we determine the coefficients directly on
imaginary axis

S(w)=2(0) + (1 -

For the dc conductivity, the expansion to the quadratic order
is quite accurate. However, for the thermoelectric power, the
truncation at quadratic order is not sufficient since the qubic
terms in the self-energy expansion (the asymmetry of the
scattering rate) is crucial even at low temperature (see Ref.
47).

We first embed the quasiparticle renormalization ampli-
tude Z and scattering rate B to the Kohn-Sham basis using
Eq. (32), ie., Z"k1=IA’kTZ'1 and By=Py.B. Then we can ex-
press the low-energy electron Green’s function in the Kohn-
Sham basis as

ZNo-io®B+ . (47)

Gy(w) = [a)ZEl +u—2(0)— g+ iw’By ]! (48)

Here Z and Z; are Hermitian matrices while 2(0) has both
real and imaginary parts and is a complex non-Hermitian
matrix.

Next we compute the square root r= \s’Z( through the
eigensystem of Z,. We thus have

G(w) = ndo—rn— uw+32(0) + & — i0*By Jr ' ric.

(49)
We first solve the non-Hermitian eigenvalue problem
{rdlex— m+2(0)IndAf = AREy, (50)
Adndex— n+2(0)]n} = B AL, (51)
and compute the scattering rate in the eigenbase
AﬁrkBkrkAﬁ = Fk . (52)
to get
Gk((l)) = rkAIlf—Aﬁrk. (53)

ko

Here we used Ey,=Ex—iw’l. Next we insert Eq. (53) into
Eq. (46) and we neglect the off-diagonal components of the
scattering rate [(I'y),, ~ 'y, 8, ,] since the scattering between
quasiparticles is subleading at low temperature. We thus ob-
tain

ZWVORea [Cl;(ISl‘i(P lp(qu;p]’ (54)

where
Cl;q = (Aﬁrkv{(erAﬁ)qp(AﬁrkU]]:rkAﬁ)pq7 (55)
(AkrkvkrkALT) (AﬁTrkvl’;rkA]lf)pq, (56)

- df) 1
qu‘f dx( i) G- o-Eey” OV
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RX =de(— d—f> . 1 . (58)
K dx/ (x = Ey,,) (x = Exyp)

The integrals S¥ and R* have multiple poles and need to be
treated by care. We first rewrite S* and R¥ in terms of the
following functions:

d 1

o= [ -51) 2 >

d 1
ren=[al- Gy

d 1
e S e G

If p=q, we have

Sy = 02(Eig.Tiy). (62)
Ry, = Py(Ey,.T'y,) (63)

and if p # g we approximate

Pl(Ekp) _ Pl(Ekq)

Sk = : (64)
qp Ekp Ekq

Rk Pl(Ekp) — Pl(Ekq) (65)
qpr Eltp Ekq

Here we neglected the term proportional to x’I" in the de-
nominator, since the derivative of the Fermi function con-
strains |x| < 1 and since the interband transition give sublead-
ing contribution to the Drude peak.

A special care needs to be taken to compute the integrals
P, P,, and Q, to high enough precision and avoid diver-
gences. We give details on their evaluation in Appendix B

VII. IMPURITY SOLVERS BASED ON HYBRIDIZATION
EXPANSION

The impurity solvers based on the hybridization expan-
sion have a long history and were often employed to solve
the problem of a degenerate magnetic impurity in a metallic
host.*8-34 In the past, most of calculations were limited to the
lowest-order self-consistent approximation, called the non-
crossing approximation (NCA). Recently, many generaliza-
tion of the approach were studied,?>>7 to overcome the
difficulty of the NCA at low temperature, below the Kondo
temperature. It is well known that the NCA approximation
fails to recover the Fermi-liquid (FL) fixed point at low tem-
perature and low energy. Typically there are three types of
problems with NCA: (i) the Kondo temperature is correct
when only one type of charge fluctuations is dominant (like
N—N-1, which is equivalent to the limit of U=%). When
more than one charge fluctuation needs to be considered (N
—N+1 and N—N-1) the Kondo temperature is severely
underestimated and hence the Kondo peak is too narrow. (ii)
The asymmetry of the Kondo-Suhl resonance and its height
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is exaggerated in NCA. (iii) At very low temperatures T
< Tg an additional spurious peak at zero frequency appears.

For DMFT applications, the problem (iii) is not very se-
vere, while the other two are. The first problem can be cor-
rected by a very moderate computational expense. Adding
the first subleading Feynman diagrams,”~°> named OCA
(Refs. 5 and 55) cures the problem of the low-energy scale. It
also substantially improves the asymmetry of the Kondo
peak as well as its width. Not surprisingly, in the context of
DMFT, the OCA approximation gives correct critical U of
the Mott transition in the Hubbard model, while NCA se-
verely underestimates it. In contrast to other higher-order
conserving approximations,?>~° the OCA approximation is
relatively straightforward to generalized to the arbitrary im-
purity problem. Due its attractive features, OCA was used in
many DMFT applications, such as unraveling the mixed va-
lence state in Pu,'? the coherence-incoherence crossover in
Ce-115 materials,”® the transport properties in titanides,'® the
a to vy transition in Ce, etc. Compared to exact solution, as
obtained by CTQMC, the OCA approximations typically
gives very precise probability for all atomic states'? (the his-
togram), quite precise coherence scale, and the quasiparticle
renormalization amplitude (the width of the Kondo peak),
which is typically only slightly underestimated. At tempera-
tures below the coherence scale, the OCA method, however,
still suffers from slight overestimation of the height of the
Kondo peak, and hence causality violation in the context of
DMFT. Hence, the OCA approximation has to be used with
care, especially in the systems with high coherence scale,
and the systems with only moderate correlations.

The OCA equations for the one-band problem were given
by many authors,>>3 and their generalization to multiband
situation was briefly discussed in the review, Ref. 5, the gen-
eralized equations were however, not yet given, hence we
will give them for the general multiorbital impurity problem,
as relevant in the electronic structure calculations in Sec.
VII B.

Recently, a renewed interest in the hybridization expan-
sion arouse, once it was shown?"?? that the Feynman dia-
grams can be efficiently sampled by Monte Carlo importance
sampling. The current implementation of this algorithm, as
applied to realistic material problems, was discussed in
plenty of detail recently,?>?* and it will not be repeated here.

Here we will rather outline an alternative Monte Carlo
sampling approach, which was not yet discussed in the lit-
erature nor implemented. It is natural to ask if there exists an
alternative regrouping of diagrams in Monte Carlo sampling,
such that NCA approximation would be the lowest-order
contribution in the hybridization expansion, i.e., the two
kinks approximation. We detail the method below in Sec.
VII A, and show results of a simplified implementation,
which truncates the sampling at a finite order (up to fifth
order in hybridization).

A. Toward bold CTQMC

The CTQMC (Refs. 21 and 23) solver is the most efficient
exact solver for electronic-structure problems (see, for ex-
ample, Refs. 13 and 59). On the other hand, the OCA impu-
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rity solver is very accurate in many correlated systems with
narrow bands. For example, it gives correct critical U in
Hubbard model, correct Kondo scale in Kondo lattice model,
etc.

The current implementation of CTQMC is equivalent to
pseudoparticle formulation of the expansion around the
atomic limit, however, with bare pseudoparticle propagators.
It is thus natural to expect that the dressed pseudoparticle
propagators would make the algorithm more efficient, since
the two kinks approximation is equivalent to NCA, and the
four kinks approximation to OCA.

The basic idea of the bold CTOQMC algorithm is to sample
the skeleton Feynman diagrams, with propagators being
dressed.%%> The Monte Carlo importance sampling samples
all such diagrams with the probability proportional to their
Luttinger-Ward functional ®. Hence contributions to all
pseudoparticle self-energies can be straightforwardly
sampled within this approach.

Although the formalism of hybridization expansion on
real axis was developed long ago (see, for example, Refs.
61), its imaginary axis counterpart was not yet given. To our
knowledge, the NCA equations have not yet been imple-
mented on imaginary axis because of the problems with di-
verging term in the projected Dyson equation [see Eq. (79)
below].

In the hybridization expansion, the pseudoparticles are in-
troduced to diagonalize the atomic part of the Hamiltonian.
The impurity problem is cast into the form

H= 2 |m)E,(m|+ 2 epciicii+ 2 Vicalm)mlfiln)nle,
m ki

mn,kai

+H.ec., (66)

where we used completeness ,,[m)(m|=1 for atomic states
|m). Each atomic state is represented by corresponding
pseudoparticle a [vacuumy=|m) and the completeness of
atomic basis gives a constraint for pseudoparticles

HEmaLamE Q=1. The Hamiltonian is then given by

H= E,ala,+ 2 euchicui

m ki

+ X Viaanamlfilnyc,+ He. +MQ 1) (67)

mn,kai

and the action is

P
S=§‘,fdm;<a—+Em+>\>am+ > (FN, (FP),
m T

XdedT’aL(T)an(T)Aaﬁ(T— T')ai,(r’)am,(r'), (68)

where (F®),,,.=(m|f!|n). We also define H=H,+\Q.

Any physical quantity has to be evaluated in the Q=1
subspace. This is achieved by letting A — %, to separate the
spectra of 0=0, Q=1, Q=2,... Then we use the Abrikos-
ov’s trick to pick out the Q=1 subspace. The expectation
value, which we want to compute is
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Ty [(Ae=PH)
<A>Q:l - TI'QZI(E_BH) ’ (69)

while accessible quantities are (A)=3,Try(Ae ")/ Z. If op-
erator A vanishes in the absence of impurity (in Q=0 sub-
space), the physical expectation value can be computed by

W= lim 1 (70

This is clear from expansion

Z{A) = TrQZl(Ae—BHo-BA) + Tryp (A e BH2BY) 4 L.
Z{(Q) = Terl(e_BHO—B}\) + TrQ=2(2e—BH0—2B}\) .

Z=Try_o(e P+ - (71)
Notice also that in the N\ — < limit

Tro_ (e~ PHo)

= BE imp ( ] Z)
GH. e I
I I‘Q_O(e 0)

Q) =

can be used to obtain impurity free energy.

In more general case, when (A) does not vanish in Q=0
subspace, Eq. (70) should be replace by (A)p
=lim, .42

The Green’s functions for pseudoparticles obey the Dyson
equation,

1
:w—)\—Em—Em(w)’

G, (73)

where the energies of all pseudoparticles are shifted by A
compared to atomic energies E,, due to AQ term in the
Hamiltonian. In general, the Green’s functions for
pseudoparticles are off-diagonal. The states which corre-
spond to the same superstate, defined in Ref. 23, obey a
matrix analog of the above Dyson equation. However, here
we will give equations for diagonal case, since the generali-
zation is less transparent, but straightforward.

The numeric limit of A — % is very untractable for com-
puter. Since bold CTQMC is implemented in imaginary time,
we thus want to analytically project the pseudoparticle equa-
tions on imaginary time axis.

Before the limit A—o 1is taken, the pseudoparticle
Green’s functions are given by

f@f(— x)e ™ Gr(x) >0
Gun=3" " ) (74)
- f “IReTG ) 70,

The poles of the Green’s function G,, are at large frequen-
cies, comparable to N, while G, vanishes for x<\. Hence
G(7<0) vanishes because f(x)G” (x) vanishes. We thus have

m

G,(r<0)=0, (75)
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d
G,(7>0)= e‘”f —xe_”G;;(x +\). (76)
T

This equations demonstrate the well known fact that the
pseudoparticles cannot propagate back in time.

To derive a set of well posed projected equations, we
introduce projected Green’s functions, which remain well be-
haved in the limit N — o, and are used for numeric imple-
mentation

Gl(1) = VG, (7). (77)
Of course, these projected propagators vanish for 7<<0. The
projected propagators are analogous to the well-known pro-

jected functions on the real axis (see Ref. 61) ém(x)=G;’q(x
+\)/f(=x) since

ém(T) =f d_we_wv(_ w)ém(w) (78)
w

is the usual 7+ w transformation between the imaginary
time and real frequency.

Our goal is to write all equations in terms of projected G
and analogous s functions, which do not contain \ and are
numerically well behaved. The problem however is that the

projected quantities do not have fermionic nor bosonic char-
acter, and hence cannot be represented on imaginary fre-

n
oo N dE 0

é(r>=—21d"{

Note that the limits of integration are constraint to the phase
space of forward propagating pseudoparticles. Namely, the
limit of A — o0 does not allow the time difference in the ex-
ponent to be negative.

To evaluate the projected Dyson equation in a stable way,
we first evaluate the following moment functions

S, (7= %jfdr’i(T')e'E(T'T’)(T— ) (82)
“Jo

and then we convolve the moment functions with 3. Equa-
tion (81) is hence implemented by

G(n)=-eF+8,(1) = (% 5,)(7)

+[Ex (TS -+ [T (Ex - x5,)](7),

(83)

where
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quency axis. The Dyson equation, Eq. (73), can be expressed
in terms of projected functions by

e—(iw—)\)'r

G(r) = TZ 7
LAY _E_f dT/e(iw—)\)T/i(T/)
0

(79)

but its evaluation is far from straightforward. For conve-

nience, we drop the index m from E,,, (~}m, and im.

We need to evaluate this formula in the limit A — . It is
however not possible to perform the limit numerically be-
cause the exponential factors grow as exp(A\B) while the
poles are in infinity on the real axis.

For the implementation of the bold CTQMC, it is crucial
to find numerically tractable form of the projected Dyson

equation. To this end, we perform expansion in powers of s,
to get

~ 2 e—(iw—)\)T ( S
G(n=T 1+
D=l -k

SZ
+Uw—A—EV+“>’ (80)

where S=/ gdf’e<i“"”7’§(7"). The summation over imagi-
nary frequency can now be performed to obtain

0

f dnS(n) f anS(n) f o 1dTni(Tn)e_E(T_Tl_TZ"""Tn)}. (81)
0

E#0)(n) = f dr'S(r-7)Q(7). (84)
0

Note that all terms in the expansion have the same sign (note

$.<0), hence the expansion converges quite fast, and we
typically need between 30-50 terms for numerically suffi-
cient precision.

Convolutions can be evaluated by standard method of
Fourier transforms, or, they can be cast into the form of

matrix multiplications, once the matrix ST,T,:E(T— 7')d7 is
precomputed and used for all terms in the expansion.
It is instructive to check the formula in two simple limits:

(i) S=3,8(n, evaluates to G(n)=—e E207 (i) S=q,
=const and £=0 evaluates to G(T)=—cosh(7v';0).

The latter limit is very instructive because it shows that G
can exponentially grow at low temperature and finite 7. This
is well-known problem from implementing the NCA equa-
tions on real axis. To keep 6(7) finite, and peaked around the
origin on real axis [G(7) roughly constant in 7], one needs to
shift all pseudoparticle energies E,,— E,,+\ to sufficiently
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positive energies, such that 3, -G, (8—0%)=const, where
const is of the order unity. Namely, in grand-canonical en-
semble, the pseudoparticle charge (Q), defined in Eq. (72), is

(0)=2G,(B-0=¢P G, (B-0%,  (85)

m m

indeed vanishes in the physical Q=1 subspace. Once the
projection is done, the physical quantities in Q=1 subspace
are invariant with respect to shift of all pseudoparticle ener-
gies by the same amount. If we introduce a finite shift E,,
—E,,+\y (which is equivalent to N\ — N+X\,), charge (Q)
will decrease for e while the product {(Q)ePM=e AFimp
will remain the same. Similarly, all physical quantities are
invariant while the projected pseudoparticle quantities are
not. Hence, for numerical stable evaluations, it is crucial to
choose the shift \( such that pseudoparticle propagators are
finite. A large Ay will make them exponentially small while

vanishing N\, will cause G,, to diverge at 8. We thus need to
fix the value of A\, properly. Two possible choices are
2,,G,(B=0%)=const or G,,_,(8—-0")=const, where m—gs is
the pseuodoparticle, which corresponds to the ground state of
the atom.

The basic idea for the bold CTQMC is to sample self-
energies for all pseudoparticles as well as the local Green’s
function. This is easiest to achieve by defining the probabil-
ity to be proportional to the absolute value of the Luttinger-
Ward functional |®[G,A]|, and the self-energies then be-
come

SD[G,A]
= Sl 86
Zm 5. (86)

G -1 [GA]
POy g,

where the first equation is contribution to the pseudoparticles
self-energies and the second is contribution to the real-
electron Green’s function (the impurity Green’s function).

The second identify might be less obvious but it follows
from the fact that the impurity Green’s function is the T
matrix for the conduction electrons

(87)

1
( ~1 ) = 80 ji + &iViiaGapVirjp (88)
g — 2 kik'j

We have seen above that G,,, carries a factor of ¢™2, and
we will show below that ® also carries the same factor e ™#,
hence the pseudoparticle self-energy 2, is of the order of
unity. On the other hand, the conduction electron self-energy
3,. is proportional to S®[G,A]/SA, and hence vanishes as
e PN Therefore both . and G,p are proportional to e P\,
The expansion of the equation, Eq. (88), in powers of ¢~ A
shows that (i) conduction electron propagator g is unrenor-
malized in this theory (or equivalently the bare hybridization
A appears in functional ®[G,A]); (ii) the impurity Green’s
function, evaluated in the grand-canonical ensemble G,z is
equal to SP[G,A]/ A, which vanishes as e #\. However, the
physical quantities such as the electron Green’s function
must be evaluated in Q=1 subspace, using Eq. (70). The
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resulting ratio is of order unity and is invariant with respect
to shift of A, as explained above.

The Luttinger-Ward functional ®[G,A] for the lowest-
order contribution (two kinks), known under the name NCA,
is given by

B
QJO[G’A] = f dTGmm’(T)Gn’n(B_ T)Aaﬁ(_ T)
0

X (Fa)nm(FBT)m'n" (89)

Note that if integration variable is shifted to 7— S— 7, addi-
tional minus sign can appear. In case of regular fermions and
bosons, this minus sign is automatically taken care of by the
antiperiodicity of fermionic Green’s functions G(B—7)=
—G(-7). The pseudoparticle Green’s functions however van-
ish at negative times, and one needs to add S to the negative
argument, and add an overall minus sign when £ is added to
the fermionic Green’s function.
The corresponding pseudoparticle self-energies are

’ 5P[G,A]
6Gn’n(ﬂ - T) '

where (1) is +1 (=1) if n corresponds to pseudoboson
(pseudofermion). Again, this minus sign is because negative
times are not allowed for pseudoparticles.

Each pseudoparticle propagator carries an exponent e M7
and the sum of exponents is always e *. This holds for all
diagrams composed of exactly one loop of pseudoparticles.
These are the only diagrams that give contribution to the
physical quantities.

If we take out the exponential factors, the NCA functional
takes the form

2rm’('r) = (_ 1) (90)

B
YG,A]=e P f A7G (7 G a(B= DA 4o~ 7)
0

X (Fa)nm(FBT)m’n" (91)

If we denote ®[G,A]=ePD[G,A], we see that

_ ob _ 5(5 =NT N —\T
(1) = 5B o 7_)e 2(n)e ™,
hence
_ 5D[G,A
S (= —2HGAL ©2)
5Gn’n(ﬁ_ T)

The projected ®[G,A] has exactly the same form as

®[G,A], we only need to replace G— G. The NCA diagram
hence becomes

~ ~ B ~ ~
q)O[GvA] = f dTGmm’(T)Gn’n(B_ T)Aaﬂ(_ T)
0

X (F) i (FP) 1. (93)

From Egs. (92) and (93) it is clear that we achieved the
goal of expressing all equations in terms of projected quan-
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tities, which do not depend on variable N\, and are numeri-
cally well behaved.

The projected second-order diagram, which correspond to
OCA approximation, is given by

o B 7y 73 L] -
d'[G,A] =f d7'4j d7'3j drzj dTIGmOmI(Tl -7
0 0 0 0 0

+ B) m m ( T = Tl)émZmé(T3 - Tz)ém3mé(7’4 - 7'3)
mOAaﬂ(Tl )

Aa’ﬂ’(TZ)(Fﬂ,)m6m3° (94)

X(F) .1
X(FP) gy (F i,

The projected pseudoparticles vanish at negative times and
are well behaved at positive times. For the purpose of prop-
erly evaluating the Feynman diagrams in time, we can ex-
tend them to negative times without any loss of generality.
The pseudobosons hence become periodic and the pseudof-
ermions antiperiodic. The annoying minus signs (—1) can
then be eliminated. However, the projected pseudoparticles
cannot be Fourier transformed to imaginary frequency, and
they do not obey the usual Dyson equation, but rather a more
complicated type of Dyson equations derived in Eq. (81).
The pseudoparticles can be analytically continued to real fre-
quencies, and all pseudoparticles satisfy fermionic-type of
continuation, given in Eq. (78).

Finally, the Monte Carlo algorithm must generate any
skeleton diagram of any order. The probability to accept the

diagram is proportional to its |®[G,A]|. The contribution to
pseudoparticle self-energy is then X, (7)=(sign(®)/G,,,,(
—7)), where () means the average in the Markov process,
where weights are proportional to |®|. Similarly, the impurity
Green’s function can be sampled by G ,4(7)=(sign(®)/Ag,(
—7))/{Q). The sampled self-energies will only be propor-
tional to the exact self-energies. The renormalization factor
can easily be found knowing the probability for NCA dia-
gram and its value.

The requirement to sample the skeleton diagrams prohib-
its us to combine many diagrams into determinant of hybrid-
ization functions A, as it was achieved in the algorithm by
Werner et al.?' Similar type of trick of combining the dia-
grams into determinant of A’s would substantially improve
the efficiency of the algorithm. It is however not clear how to
eliminate nonskeleton diagrams from determinant and keep
the updating formulas efficient.

To test the above described algorithm, and to check its
performance and convergence, we implemented a simplified
version of the bold CTQMC for the canonical Anderson im-
purity model. We sampled all diagrams up to certain order
starting with first order (NCA), second order (OCA) and up
to fifth order. The fifth order takes only minutes on a typical
personal computer. We first found the topology of all dia-
grams of certain order, the prefactor and the sign of each
diagram. In Fig. 2 we plotted the diagrams for the first few
orders (second-®®@, ... fourth-®*). We colored the diagrams
according to their sign, positive with black and negative with
red (gray in print). There are four NCA diagrams, two OCA
diagrams, eight third-order diagrams (four positive and four
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FIG. 2. (Color online) All diagrams of the second, the third, and
the fourth order in hybridization strength which contribute to the
Luttinger-Ward functional. The pseudoparticle propagators run
across the ring while the crossing lines stand for the hybridization
A. The full line represents spin-up and the dashed lines the spin-
down hybridization. The black diagrams (both diagrams in ®®
first four in @ and first 24 in ®@) give positive contribution to P,
and the red give negative contribution. Some diagrams seem to
appear multiple times. This is because different pseudoparticles ap-
pear in the ring. Since we do not use different line for each
pseudoparticle, some diagrams seem equivalent. However, it is very
straightforward to deduce the pseudoparticle propagators knowing
the type and the direction of the conduction electron propagators.

negative), 44 fourth-order diagrams (24 positive and 20
negative), and 320 fifth-order diagrams (128 positive and
192 negative). We evaluated exactly the NCA and OCA dia-
grams, and we used METROPOLIS algorithm to sample the
time arguments for higher-order diagrams. The probability
for the acceptance of a set of imaginary times was taken to
be proportional to the value of the total |<IJ(”)(71 ST eens
hence at fifth-order 320 diagrams were evaluated at each
Monte Carlo step. While this algorithm cannot be used at
very high orders in perturbation theory due to exponential
growth in the number of diagrams, its advantage is in large
improvement of the sign problem. Namely, the diagrams of
the same order and the same time arguments tend to cancel at
higher orders. Since we evaluate all of them at each Monte
Carlo step, the sign problem is almost completely eliminated.

The noninteracting limit U=0 is the hardest case for the
hybridization expansion algorithm because the coherence
temperature is infinite. Here we present test of the algorithm
in the case of half-filled noninteracting Hubbard model on
the Bethe lattice within DMFT. We want to emphasize that
the algorithm becomes more efficient and faster converging
in the strongly interacting limit U>0, a case which will be
presented elsewhere. In the following discussion, all quanti-
ties will be expressed in units of D, the half bandwidth of the
Bethe lattice.

In Fig. 3(a) we show the impurity Green’s function on the
imaginary axis (at 1/7=100) when the perturbation theory is
truncated at certain order. We also display the exact result by
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FIG. 3. (Color online) (a) Comparison of the finite-order pertur-
bation theory result with the exact impurity Green’s function for
1/T=100 in units of D, the half bandwidth of the Bethe lattice. (b)
The contributions to the impurity Green’s function up to the fifth
order, plotted separately order by order. Both 7and G are in units of
1/D.

_
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T

the dashed line. While the NCA curve clearly deviates from
the exact result, the higher-order approximations are hardly
distinguished from the exact curve on this plot. In Fig. 3(b)
we show separately the contributions to the Green’s function
from different orders in perturbation theory. As expected the
contribution from the lowest two orders is large while the
higher-order contributions are smaller. This shows why OCA
approximation is so successful in many realistic situations.
The fifth-order contribution is on average only 3 X 10~ and
never exceeds 6 X 1073,

In Fig. 4 we zoom-in the exponential drop of the Green’s
function at short times. We see that the convergence with the
perturbation order is very encouraging.

For efficiency of the bold CTQMC, it is important to
monitor the sign of each individual diagram. In Fig. 5 we
show separately the contribution to the impurity Green’s

0.50
e—e 1st order

0.45 | —— 2nd order
—— 3rd order
—— 4th order

0.40 - — 5th order
- - exact

0.35|
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FIG. 4. (Color online) The same as in Fig. 3 but we zoom-in the
short-time behavior.
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3rd order

FIG. 5. (Color online) The three panels show the contribution to
the impurity Green’s function at third, fourth, and fifth order in
perturbation theory. We show separately the contribution from the
terms with positive @ and the terms with negative ®.

function from the diagrams with positive ® and those with
negative ®, together with the sum of the two. At the third
order, the sum is around 70% of the positive contribution,
while at the fourth and fifth order, the sign drops to 0.2 and
0.07, respectively. As explained above, the current imple-
mentation of the method, which groups together all diagrams
of a certain order in perturbation theory, does not have a
substantial minus sign problem. However, this method be-
comes expensive at high orders, and thus one needs to resort
to sampling of individual diagrams, which can be performed
to arbitrary high order. In the latter case, there will be a
minus sign problem, as estimated here.

B. One-crossing approximation

In this section we will give the most general formulas for
the one-crossing approximation, and we will explain the cru-
cial steps in implementing the algorithm.

We start with lowest-order approximation, which is the
noncrossing approximation. When evaluating these dia-
grams, we have to consider only two Hilbert subspaces of
constant N at once, i.e., N and N+1. The first step is to
compute all eigenvalues and eigenvectors of the atom in the
subspace N and N+1. We then group together the atomic
eigenstates, which are degenerate, i.e., have the same atomic
energy E,,. In the next step we check which of these degen-
eracy’s survive in the presence of the crystal-field environ-
ment (impurity hybridization A), and which off-diagonal
propagators need to be considered. We evaluate the follow-
ing matrix elements:

2%, = >

fedeg,(a,a')edeg and A, #0

(Fa,)bzf(FaT)fbl . (95)

Here b runs in the Hilbert subspace of N and f in the Hilbert
subspace of N+1. The matrix elements (F®),=(b|f,|f) and
(F") p,=(f|fL|b), where f, is electron destruction operator.
The sum runs only over the f states which are degenerate and
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FIG. 6. The NCA Luttinger-Ward functional and the self-
energies within NCA.

over one electron states a which are also degenerate and for
which A, is nonzero in the considered crystal-field sym-
metry. The resulting matrix elements C, , have the same
symmetry as the propagators of the pseudoparticles Gp,p,-
Clearly, in high symmetry crystal environment, most of the
off-diagional matrix elements vanish and the degeneracy of
Gy, 1s high, but in low symmetry environment and in the
broken-symmetry state, many of the off-diagonal propaga-
tors become crucial.

Once the symmetry of the propagators is known, we de-
termine all nonvanishing bubbles (NCA diagrams) and the
matrix elements for each bubble. The NCA matrix elements
are

aa’ _
C”]”zflfz - 2
(fquz),(bpbz),(a,a') edeg

(Fa’)bzfl(FaT)fzbl ., (96)

where we sum only over degenerate states f,b and degener-
ate crystal-field components «. The Luttinger-Ward func-
tional and the self-energy corrections are depicted in Fig. 6.
We associate a factor (FT) 1, to each vertex that marks the
creation of electron in bath a. Accordingly, we add a factor
(F®),,s for each vertex of electron annihilation.

In the next step, we precompute the matrix elements of
the one-crossing diagrams, which are depicted in Fig. 7.
Here we need to select three different Hilbert subspaces: N
—1, N, and N+1 to compute

fiaa
kA ’ ﬂ \A
f2‘t' Aaa/ ‘\‘al
Poca= 7
bt A Ifa
\ Apg ,/
\\k\ ﬁ, ”F/
b f3

FIG. 7. The Luttinger-Ward functional for the one-crossing ap-
proximation (OCA).
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'Bp/ _ ' ’ t t
D;vlc}zf?fztb@zalaz - dz" (F? )b2f3(Fa )f4“1(FB )“zfl(Fa )fzb|’
eg

(97)

Here b, f, a run over the states with N—1, N, and N+1
number of particles, respectively. We add only the most im-
portant crossing corrections, for which the particle number N
is in the Hilbert subspace of the ground state of the atom. We
also select f; to be only the ground-state multiplet of the
atom, or the atomic states with energy very close to the
ground-state energy. We compute the matrix elements C and
D only once in the DMFT self-consistent loop and we save
them into the input file for OCA impurity solver. The matrix
elements C, D do need to be updated in the outer LDA
+DMFT charge loop. We typically update them every three
to four charge steps since the relative crystal-field splittings
usually change very little during LDA+DMFT iterations.
The atomic energies E,, change much more (due to the
chemical-potential shift) and need to be updated at every
step.

The NCA diagrams on the real axis can be evaluated with
conventional techniques, and after the projection, they take
the following form:

Spp @)= 2 = (F) (F),
fifad

d
X f 2N, (G0 +3). (98)

Efzf](w) = E - (Fa’)bzf] (Fm)fzhl

bibyaa’

x f AL )Gy (0 ),

. 1 ’
Am’tp — f d -By F¢
a a(e) 6’8}\<Q>f(— e)blglfz ye ( )bzf1

X(F) Gl ()G (v 6, (99)

where G”"=Im G. The pseudoparticle propagators G and the
pseudoparticle self-energies are related by the Dyson equa-
tion. Equation (67) shows that G=1/(Q-E-\-3)).

Many of the pseudoparticle propagators and hybridization
functions are degenerate, hence in practice we do not need to
sum over all possible b, f, and « indices, but we rather use
the precomputed matrix elements C,‘fl‘z;fl f,» Which make sure
that no equivalent diagram (a diagram which has the same
frequency dependence) is not computed multiple times.

To take care of the diverging exponential factors, we work
with the projected quantities G(w)=G"(w)/f(—w) and 3(w)
=Y"(w)/f(-w), as explained above. The pseudoparticles
have typically very sharp almost diverging structure near the
threshold energy, which is not easy to Fourier transform.
Hence, we cannot use the Fourier transform for convolu-
tions. We rather cast the above equation into the form for
matrix multiplication, for which fast linear algebra packages
such as BLAS, exist. We use the logarithmic mesh to resolve
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the fine structure of the pseudoparticle Green’s functions.

It is important to realize that the number of baths « is
quite small [on the order of 2(2L+1) for correlated orbital of
angular momentum L] while the number of atomic states is
much bigger. Hence we precompute the integral and the first
moment of functions A”(w)f(w) and of A"(w)f(-w) for all
aa'. Within trapezoid rule, the values and the first moments
of these quantities are enough to compute the above convo-
lutions with matrix multiplications on any given mesh.

To see that, let us consider an arbitrary convolution

C(z)= f g(xX)f(x - 7)dx. (100)
Here the function g(x) is defined on a certain mesh {x;}, on
which it is well resolved, i.e., g(x;) =g;. The function f(y) is
defined on another mesh {y,}, i.e., f(y;) =f;. The convolution
can be safely calculated on the union of both meshes {x;, Y
+z}. One of the meshes should be shifted for z, thus for each
outside frequency, a different union of the two meshes
should be formed and only then the convolution can be
safely evaluated. This is very time consuming and not done
in practice.

When a certain f function needs to be convolved with
many other functions [such as A”(w)f(w) in our example
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above], we use the following trick. We first precompute the
integral and the first moment of the function

Fi(e) = J " fwydu, (101)

F,(€) = fEi uf(u)du. (102)

We then calculate the convolution without building a new
inside mesh. Let us use the mesh {x;} which resolves function
g. Then, in the spirit of trapezoid rule, we can linearly inter-
polate g between the points

C(z)= EJHI[ Bl Z8i (x x)} flx—2z)dx.
'xl

(103)

This integral can be expressed by the above defined func-
tions. To show that, let us rewrite the convolution and ex-
pressed it by the new function (f); which is defined on the
same mesh as g and with which the convolution is a simple
scalar product

=3 gil f 1 %f(u)du " f 1 : l_” xxl ! f(u)du] =3 () (104)

Thus (/). is
T =
G = F (= 2) = Fi(xiey = 2)] = Fali = 2) + Fox 1—z)] (106)

( Xigl =X 1)()C Xi- 1)

Hence the convolution of f with many functions g,, can be computed at once C(m,z)=g,,* f by the following matrix product
C(m,2)=28,,{f)i.dh;.

Once the NCA contributions are evaluated, we add the second-order diagrams, which correspond to OCA approximation
and are depicted in Fig. 7. They take the explicit form

2bzbl(w) == E
fifafafsarazaBa’ B!

(FF )b,y (F )f4a1(FB%)a2fl(FaT)f2bl

Q " ﬂ "
8 f TR ()G (@) f S8 DGy (04 0) G (@ + 1 +), (107)
Sp(@== X F ) (F) 1y () ()

fifaf3fabibraBa’ B

f _f( y)AZm (y)Gf3f4(w y)f f( x)Aﬂﬂ'(x)Gflfz(w X)Gb bz(w X - y) (108)
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Efzfl(w) == 2

fafaa lazblbzaﬂa’ B’

n d "
_y)Aaa'(y)Gblbz(w_y)f ?xf(x)ABB,(x)Gal

Aglile) =~ >
ad' fifafafabibraa;
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’ ’ XA ’ ’ d
[(FF )b,y (F )fﬁal(FB’)azfl(FaT)fzbl +(F),, (FP )y, (F T)uzfé(FBT)f;‘bl] X f ;yf(

(w+x)Gf3f4(w+x—y), (109)

[(FF )b, g, (F” )f4a1(Fm)a2fl(FaT)f2bl +(F* )bzfl(F'B )fZal(FaT)a2f3(FﬁT)f4bl]

1 d "
X mf dye‘“yf ;xf(x)Aw,(x)Im{Gblbz(y)Gflfz(x + y)}Im{Gf3f4(e+ Y)Gya(€+x+ y)}.  (110)

In practice, we do not sum over all f, b, and a indices. As
explained above, we precompute the matrix elements

aa' BB’ .
D5 1. of b byayay for the most important processes. We take

only the low-lying atomic states into account (only f’s which
are part of the ground-state multiplet or with energy very
close to the ground state). We also take into account the
degeneracy of all atomic states and the degeneracy of baths
« in order to avoid computing the equivalent diagram mul-
tiple times. Finally, the convolutions for the OCA approxi-
mation can also be cast into the form of matrix multiplica-
tion, once the first moment and integrals of a few functions
are precomputed.

VIII. ANALYTIC CONTINUATION METHOD

The Monte Carlo impurity solvers are implemented on
imaginary axis where the quantity being sampled is real and
many times even ‘“‘sign free.” The results obtained in this
way are exact, except for the statistical noise. However, even
a tiny statistical error on imaginary axis precludes the ana-
Iytic continuation by Pade type of methods. The standard
method, to overcome the difficulty of the singularity of the
kernel, is the maximum entropy method (MEM). The basic
idea of this method is to find a function on the real axis,
which is very close to Monte Carlo data on imaginary axis
(within statistical error), and is smooth function on real axis,
locally not very different from a chosen model function. This
approach works very well for analytical continuation of the
Green’s function G(7) to obtain spectral function on real
axis, i.e., to solve the integral equation

G(1)=- ff(— x)e ™A(x)dx

for A(x).

Knowing the spectral function, it is however not possible
to obtain the momentum resolved spectra, or optical conduc-
tivity, or transport coefficients. To compute these properties,
it is essential to analytically continue the self-energy, rather
then the Green’s function. The self-energy of correlated ma-
terials is however very hard to analytically continue with
maximum entropy method, because the self-energy typically
has very sharp feature or even poles, which separate the low-

energy part of the spectra (the quasiparticle peak) from the
high-energy part of the spectra (the Hubbard bands). Due to
the maximum entropy method requirements of smoothness,
the analytically continued self-energy at low energy is typi-
cally polluted with the nearby poles, which appear in the
self-energy at the intermediate energy.

A successful analytic continuation method for self-energy
needs to met the following conditions: (1) imaginary axis
self-energy is equal to Monte Carlo data within the statistical
error. (2) Real axis self-energy function must be locally
smooth. (3) The power expansion around zero frequency
should match the quantum Monte Carlo data on both, real
and imaginary axis.

While the first two conditions are met by MEM, the last is
not. We developed an alternative method, which meets the
above conditions and was very successfully used in combi-
nation with CTQMC for pnictides,'' cuprates,®* VO,, and
other materials. Although the method has many parameters,
which needs to be chosen appropriately, we can always
check its accuracy by recomputing the spectral function of
the lattice, using analytically continued self-energy, and
comparing the spectral function to the maximum entropy
continued spectra.

We expand the self-energy in terms of modified Gaussians
L, and we add a polynomial function around zero frequency

Su(2) = 2 €, L(E,.2) + fol2). (111)
The modified Gaussians
E’,(En, w) — e—h2/4—[10g(w/En)/h]2 (1 12)

blE,|N7

have a unique property that they are peaked at E,, with the
width of approximately E,, while they exponentially vanish
at zero frequency. They are asymmetric with slow decay
away from zero and very fast decay toward zero frequency.
We choose the modified Gaussians centered on a logarithmic
mesh of E, == 7Tw" with w~ 1.5. The modified Gaussians
functions were used in connection with constructing the
NRG spectral function.®* We typically take the parameter b
to be ~0.8.
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Since the modified Gaussians all vanish at zero frequency,
we add a polynomial function around zero frequency. The
coefficients of the polynomial are determined by fitting the
imaginary axis self-energy, i.e.,

S(w,) =30+ (= by +ia)w, + (- a - ib)w,, (113)
which can be analytically continued to
2(w)=20+(a1+ibl)a)+(a2+ib2)w2. (114)

The polynomial has to drop off sufficiently fast at high fre-
quency, hence we choose the following function:

(28 + wb] + a)zbz)/[l + (w2b2/F2)2]

115
ST +T2), (1)

where the upper choice is made for metals and the lower
choice for insulators and very bad metals. In the FL regime,
we have b <1, |3f|cZ?7T%. The coefficient I' is deter-
mined by the condition fy(w=1)<<1.

For speed, we precompute L(E,,iw) and L'(E,,») by

1 ( dxL"(E,,x)
L(E,,z)=- ;f EE—

(116)
—X

Similarly, we also precompute fy(iw) and fj(w). Also the
integral of the functions 1,=fdxL"(E,,x) and Iy=[dxf(x)
are precomputed.

The coefficients ¢, in expansion, Eq. (111), are deter-
mined by minimizing the following functional:

x= X

w, € sampled

|2M(iwn) - 2QMc(iwn)|2

+ e [I(Sy) = Ip* + a2y (0) =2 (117)
2
+ a3 dEM(O) - (al + lbl)
dw
2 2
ay &MZ(O)—Z((JZ+ lbz) . (118)
dw

Here w, in the first term runs over the imaginary frequencies
which are sampled by QMC (and not over the analytically
added tail). The second terms imposes the correct value of
the integral of the self-energy. The integral of the expansion
(112) is

I(EM) = 2 Cnln + IO’

which needs to match the 1/(w,) tail of the QMC data

Ip=m lim ©,Zyc(w,).

0
W,

Finally, the last three terms ensure that the value and the first
two derivatives of the analytically continued self-energy at
zero frequency match the derivatives on imaginary axis. For
minimization, we use the L-BFGS-B algorithm of Ref. 65.
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FIG. 8. (Color online) Total and partial density of states of el-

emental cerium metal in both phases, a and y phase. We used OCA
impurity solver.

IX. CERIUM a-y TRANSITION

To test our implementation of DFT+DMFT within
WIEN2K method, we show in Figs. 8 and 9 results for cerium
« to 1y transition.

At a temperature less than 600 K and pressure less than
20 kbar, elemental cerium undergoes a transition between
two isostructural phases: a high-pressure phase or « phase
and a low-pressure vy phase. In @-Ce the f electron is delo-
calized while in y-Ce the f electron is localized. The transi-
tion is well accounted for by phenomenological Kondo vol-
ume collapse picture.%0-68

We treat only the Ce 4f electrons as strongly correlated
thus requiring full energy resolution while all other electrons
such as Ce spd are assumed to be well described by the
GGA. We choose U=5.5 eV and J=0.68 eV for the Cou-

6F e totalf
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’>\ """" — 4f:7/2
2 4
c Pis S N
e 3 /. .
3 ,,,,, I/ SO
< 2f ’ Siy

5| gamma-Ce
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FIG. 9. (Color online) The same data as in Fig. 8, but obtained

by continuous time quantum Monte Carlo solver, and analytical
continuation method.
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FIG. 10. (Color online) The hybridization function (in units of
electron volt) of the j,=5/2 subshell within LDA and within DMFT
in both phases.

lomb interaction. The value of U was obtained by constraint
DFT calculation®® and J was computed using the atomic
physics program of Ref. 44 and reduced by 30% to account
for the screening in the solid. Both phases of Ce have fcc
unit cell with quite different volumes, V,=28.06 A3 and
V,=34.37 A3. The results were converged with 5000 k
points, we use the GGA functional for the DFT part and use
OCA and CTQMC impurity solver to solve the auxiliary
impurity problem.

The results in Fig. 8 (obtained by OCA) and Fig. 9 (ob-
tained by CTQMC) are practically identical and very similar
to previous LDA(LMTO)+DMFT results.”” One can clearly
see the broad quasiparticle peak in a-Ce, split by the spin-
orbit coupling ~0.3 eV. The lower peak has mostly 5/2
character and the upper peak mostly 7/2 character. The sys-
tem is in good Fermi-liquid regime at the temperature of 150
K used in the calculation. The second phase with larger vol-
ume is in local moment regime with no visible Kondo peak
at the Fermi level but enhanced Hubbard bands.

It is instructive to examine the hybridization function A
=w-E;,,—2~-1/G as computed by LDA and self-consistent
DMEFT (see Fig. 10). It turns out that in Ce, the low-energy
hybridization function is substantially reduced compared to
its LDA value. The two large peaks at —0.4 and 0.7 eV are
absent in DMFT hybridization. Since the coherence scale is
exponential function of hybridization, the coherence scale is
lower in DMFT than it would be in so-called one-shot
DMFT. It is known from the early days of the Kondo volume
collapse theory,%” that the LDA hybridization in a one-shot
calculation was too big and had to be renormalized by phe-
nomenological parameter.”! DMFT reduces the hybridization
through the collective screening effects and hence is able to
give correct coherence scale of the problem.

Finally, let us show optical conductivity, as implemented
in LDA(Wien2K)+DMFT method. The overall agreement
with previous LDA+DMFT results'® is very good. The new
computational results are in even slightly better agreement
with experiment of Ref. 72, since they both clearly display a
shoulder around 0.3 eV in a-Ce, which we can now clearly
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FIG. 11. (Color online) Optical conductivity of a-Ce and y-Ce
within LDA(Wien2K)+DMFT method. Note the shoulder in a-Ce
conductivity, which is due to excitations across the two quasiparti-
cle peaks (4f:5/2 and 4f:7/2) clearly visible in Fig. 8, and also
measured by experiment of Ref. 72.

identify as excitations across the split quasiparticle peak. The
splitting is due to spin-orbit coupling in Ce, Fig. 11.

X. HEAVY-FERMION 115 MATERIALS

The heavy-fermion 115 materials have a chemical for-
mula CeXIns, where X is either Co, Rh, or Ir. They crystal-
lize in layered tetragonal structure shown in Fig. 12, com-
posed of Ce-In layers and X-In layers.

FIG. 12. (Color online) Crystal structure of CeXIns. Red, yel-
low, and gray spheres correspond to Ce, X, and In atoms,
respectively.
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At high temperature, the low-energy electronic states are
composed of mainly the broad spd bands of In and Ce. The
Ce 4f electrons are localized and their spectra is mostly con-
tained in Hubbard bands, which are more than 2 eV away
from the Fermi level. These electrons behave as local mag-
netic moments. As the temperature is reduced, the moments
combine with the conduction electrons to form a fluid of
very heavy quasiparticles, with masses that are two or three
orders of magnitude larger then the mass of the electrons.

The low-temperature physics of 115 materials is very puz-
zling. The heavy-fermion physics comes primarily from the
Ce-In layer. Indeed, the related material Celn; has only the
Ce-In layers (no X-In layer), and also displays a similar
heavy-fermion properties with superconductivity at very low
temperature. However, 115 materials are very sensitive to the
substitution of the transition-metal ion in the X-In layer al-
though Co, Rh, and Ir ions have the same valence (they are
isovalent). Indeed the three 115 materials have dramatically
different low-energy properties: CeColns is a superconductor
with T,.~2.3 K, CeRhlns is antiferromagnet with Ty
~3.5 K, while Celrlns is superconductor with 7', of only 0.4
K. A fundamental question arises: Why are the low-energy
properties of 115 materials so different?

A hint to the resolution of this problem was given in Ref.
58, where the DFT+DMFT calculation for Celrlns indicated
that the Ce 4f electrons hybridize stronger to the out of plane
In p electrons, than the in-plane In p electrons. Here we car-
ried out the DFT+DMFT calculation for all three 115 mate-
rials and we show the difference in electronic structure be-
tween the three materials. We used the code based on LDA-
LMTO code of Ref. 32 as well as the new LAPW code based
on WIEN2K (Ref. 31) code. The results obtained by our
DFT+DMFT method in the two codes are almost indistin-
guishable. For the impurity solver, we used both OCA (de-
scribed above) and CTQMC.?* The analytic continuation of
CTQMC results was performed with the method described in
Sec. VIIL

Figure 13(A) shows the total density of states (DOS) and
the partial Ce 4f DOS for all three materials at low tempera-
ture of 7 K. The transition-metal ion DOS is peaked around
binding energy 2 eV, where the difference of DOS is large.
The partial Ce 4f DOS of the three compounds is very simi-
lar, except at the very low energy. Figure 13(B) zooms-in the
low-energy part of the spectra. We see that Celrlns com-
pound has the largest quasiparticle peak, the CeColns fol-
lows, while the CeRhlIns has substantially smaller quasipar-
ticle peak at the same temperature of 7 K.

Our view on the localization itinerancy in 115 materials is
sketched in Fig. 14. Rh compound is most localized while Ir
compound is most itinerant. Co compound is similar to Ir
compound but slightly less itinerant than Ir-115.

It is well known from the pressure experiments’>’* that
Rh compound is more localized then Co compound. Namely,
under pressure of 1 GPa the Rh compound becomes super-
conducting and at pressure of ~2 GPa reaches similar maxi-
mum T as is the maximum T of Co compound.”> Hence
the pressure on the order of gigapascal sufficiently increases
the Ce 4f hybridization that it overcome the difference be-
tween localization of the electrons in the two compounds.
Experimentally it is a bit less clear what is the relation be-
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FIG. 13. (Color online) Total density of states (full lines) and
partial Ce 4f density of states (dashed lines) for CeColns, CeRhlIns,
and CelrIns materials, in units of states per electron volt. The lower
panel shows the low-energy part of the Ce 4f density of states for
all three compounds. We used the OCA impurity solver. The fre-
quency is in units of electron volt.

tween Ir and Co compound since both compounds are super-
conductors at low 7. Ir compound has somewhat smaller
specific-heat coefficient in normal state than Co compound
[750 mJ/(mol K?) for Ir-115 versus 1000 mJ/(mol K?) for

Ir Co Rh
more itinerant <=} 1 }

s i >
» < > <%

» more localized

“good” Fermi liquid superconducting magnetically ordered

Ce-In(1) 6.246 6.164 6.222
Ce-In(2) 6.183 6.202 6.194
angle 45-0.59 45+0.35 45-0.26

FIG. 14. (Color online) The sketch of the itinerancy/localization
of the three 115 compounds. In our view, the Ir compound is most
itinerant while the Rh compound is most localized. The Co com-
pound is not localized enough to develop magnetic order at low
temperature while it is nor a good metal. It is thus conceivable that
it would show tendency toward superconductivity. This phenomena
is however beyond our current theoretical method—the single site
DMFT calculation. We also show the bond distances between Ce
and In atoms, and the angle between Ce and out-of-plane In atom.
None of these parameters can explain the actual order of the com-
pounds, hence the structure itself cannot explain the trend of local-
ized to itinerant transition in these compounds.
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Co-115].7%77 Ir compound has also somewhat lower resistiv-
ity in the normal state.”® Moreover, nuclear quadrupol reso-
nance (NQR) measurements of 1/(7,7) (Ref. 79) suggest
that Ir compound might be more itinerant than other Ce com-
pound. Indeed pressurizing the Celrlns (Ref. 80) along the
crystallographic ¢ direction, which increases itinerancy,?' de-
creases T¢. Furthermore, it was shown that Cd doping acts as
reverse pressure in 115°s.8? Since higher Cd doping is nec-
essary for appearance of antiferromagnetic phase in Celrlns
than in CeColns, this is also suggestive of more itinerant
nature of Ir compound.

Our results are thus consistent with the resistivity
experiments,’”® NQR experiments’® and recent pressure
experiments,3’ and indicate that Ir compound is on the itin-
erant side of the phase diagram. Hence the low supercon-
ducting transition temperature might be connected with too
itinerant nature of carriers.

We further analyze the difference in itinerancy by plotting
the hybridization function at zero frequency A(w=0),, re-
solved in crystal-field basis. The 14-dimensional matrix of
hybridizations has a six-dimensional j=5/2 component and
a nine-dimensional j=7/2 component. The itinerancy (the
quasiparticle peak) is almost entirely from the j=5/2 com-
ponent, hence we will not analyze j=7/2 part. The degen-
eracy of the 5/2 shell is lifted in tetragonal crystal environ-
ment and hybridization splits into I'7, I, and T
components. The I'g corresponds to j.= *1/2 while I'; and
I'; correspond approximately to j,=3/2 and j =5/2, respec-
tively. In Fig. 15 we plot the hybridization (~Im[A(0)]/ ) in
polar coordinates with Ce atom in the center and In atoms
around. The plot is the cut in xz direction. The three-
dimensional orbitals that correspond to the three crystal
fields are plotted in the lower panel of Fig. 15 together with
the real-space positions of In and Ce atoms. In this decom-
position, hybridizations I'S and I'; are pointing toward out of
plane In(In,) and in plane In(In;), respectively. The third
component, I’y is pointing toward transition-metal ion.

When comparing hybridization of the three 115 com-
pounds, the Ir compound has all three components of the
hybridization larger than the other two compounds. In Co-
115 all three hybridizations are slightly smaller while in Rh-
115 all three hybridizations are substantially smaller.

Furthermore, comparing the strength of the three compo-
nents of the hybridization, one can notice that in Ir com-
pound the I'S component, pointing toward out-of-plane In, is
largest. This is consistent with the experimental finding of
Oeschler et al.8! that the Griineisen parameters in ¢ direction
is 2.5 times bigger that in a direction, resulting in larger
effective coherence scale in ¢ direction.

In Co compound the I'; and I'y components have similar
strength, while I'; is smaller, hence the hybridization in ¢
direction is still more important than in ab plane, consistent
with Griineisen parameter measurements.®! It was shown in
Ref. 58 that the double-peak structure of the optical conduc-
tivity is directly related to the strength of the two hybridiza-
tions. The hybridization gap in one part of the momentum
space is larger, and is primarily due to out-of-plane In, and
the hybridization gap in some other part of momentum
space, controlled mainly by the in-plane In, is smaller, result-
ing in double-peak structure of the midinfrared optics peak.
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Ce hybridization

FIG. 15. (Color online) The Ce 4f Weiss field hybridization
function |A”|/7r decomposed into crystal-field components of te-
tragonal field. All quantities are in units of electron volt. The upper
plot shows the two-dimensional projection of the three relevant or-
bitals while the lower panel shows their 3D shapes (blue dots mark
the position of the in-plane In atoms while the red dots the position
of the out-of-plane In atoms). The radial extend of the orbitals in the
polar plot of the upper panel is proportional to the value |A”]/ 7 at
zero frequency. The full/dashed/dotted lines correspond to
Celrlns/CeColns/CeRhlns. While all three components of hybrid-
ization I'7, T}, and T'g, are largest (smallest) in Celrlns (CeRhlns)
compound, I'J takes the largest value and also changes more than
the other two components.

Optical measurements on CeColns of Singley et al.? dem-
onstrated very clearly that the midinfrared peak is split into
two peaks, one at 250 cm™! and one at 630 cm™!, which can
hint toward substantial difference in the two types of hybrid-
ization.

Finally, in contrast to Ir and Co compound, Rh compound
has largest I'g hybridization, followed by I'; and I'.

In Fig. 16 we show the frequency-dependent hybridiza-
tion function —Im A(w)/ 7 to demonstrate that the retardation
effects in heavy-fermion materials are very nontrivial and
that the buildup of the quasiparticle peak in spectral function
usually results in a sharp peak in hybridization, on the back-
ground of the depleted region of hybridization. The peak is
sometimes called the collective hybridization because it
arises from the lattice effects. Namely, the Ce 4f electrons on
neighboring atoms also become delocalized, enhancing the
hybridization at low energy. However, the spd electrons need
to screen many Ce 4f moments, and therefore the effective
spd hybridization is actually slightly reduced, resulting in
depletion away from the Fermi level, sometimes called
Kondo hole.

Our results demonstrate that the degree of itinerancy is
controlled by the collective hybridization, encoded into the
Weiss mean-field hybridization A(w) within DMFT. But
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FIG. 16. (Color online) The frequency dependence of the three
most important hybridization functions A”(w)/ 7 (in electron volt)
in all three 115 compounds: CeColns, CeRhlns, and Celrlns. The
frequency is in units of electron volt.

what is the origin of the difference between the three com-
pounds? In Fig. 14 we show the parameters of the lattice
structure, namely, the Ce-In(1) distance, the Ce-In(2) dis-
tance and the angle between the Celn; plane and out-of-
plane In(In,). From these numbers, it is clear that none of the
three quantities follows the trend of itinerancy. Hence the
difference in the lattice structure is likely not the key ele-
ment.

To demonstrate that the difference in the lattice structure
is not the driving force, we performed the DMFT calculation
for the three compounds using the same lattice structure of
Celrlns. The results were very similar to the results plotted in
Fig. 13 with only slight increase in itinerancy of Rh com-
pound. This demonstrates that the chemistry of the
transition-metal ion (difference between 3d, 4d, and 5d or-
bitals) is the driving force of the itinerancy, and not the dif-
ference in the crystal structure. The latter are the secondary
effects.

Since CeRhIns remains in local moment regime down to
very low temperature of the order of the RKKY interaction,
it is worth trying to stabilize a magnetic solution within
DMEFT. To this end, we doubled the unit cell and allowed the
commensurate antiferromagnetic ordering with the wave
vector (1/2,1/2,1/2). Experimentally, the order is a helical
spiral with wave vector (1/2,1/2,0.298) and T of 3.8 K. The
broken-symmetry solution can be stabilized below 7~3 K
as shown in Fig. 17. The magnetization has a typical mean-
field form, as expected for a theory with spatial mean-field
character like DMFT.

An interesting question is how does the large moment
antiferromagnetic solution change the emerging quasiparticle
peak. We have shown in Fig. 13 that even in more localized
CeRhlns a peak starts to develop at the Fermi level by de-
creasing temperature, hence coherence starts to develop at
quite high temperature similar to the other two compounds.
However, the height of the quasiparticle peak is smaller and
the scattering rate of Ce 4f orbital (imaginary part of the
self-energy) is higher in CeRhlns. The long-range order state
develops from a state with a partially screened moment. In
Fig. 18 we show the density of states of the two phases, the
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FIG. 17. (Color online) Temperature dependence of the mag-
netic moment of the commensurate AFM Neel state in CeRhlns.

paramagnetic state and the Neel state. The latter has no qua-
siparticle peak left and only a very broad background of the
f spectral weight remains at the Fermi level. The lower panel
of Fig. 18 compares a very coherent quasiparticle peak of
Celrlns with the partially screened state of CeRhlns above
Tneer and in the ordered state below Ty,,;, to emphasize the
dramatic difference in the density of state at low energy.
Because the full coherence of quasiparticles is not reached to
very low temperature in CeRhlIns, and the nonlocal RKKY
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FIG. 18. (Color online) Total and partial Ce 4f density of states
for Rh-115 below and above the AFM transition. Above the Neel
temperature, there is a signature of Kondo effect, which partially
screens magnetic moment at elevated temperatures, even though the
system develops the long-range order below 3 K. The quasiparticle
peak is however much smaller than the same peak in Celrlns ma-
terial. Once in the ordered state, the quasiparticle peak disappears.
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interaction is strong enough, it interrupts the formation of
coherent quasiparticles. Within DMFT, this is reflected in
two stable solutions of DMFT equations, the paramagnetic
and the magnetic solution. We note that we did not prove the
stability of the magnetic solution compared to the paramag-
netic solution, because this would require a comparison be-
tween free energies, a task beyond our current capabilities.
However, our experience from model calculations suggests
that when the magnetic DMFT solution can be stabilized, it
usually has lower free energy than the nonmagnetic solution.

XI. CONCLUSION

In the first part of the paper, we discussed in detail the
implementation of DFT+DMFT in full-potential methods.
We defined the central object of the DMFT, the local Green’s
function using a projection operator. We showed that the pro-
jector used in LDA+ U implementations leads to noncausal
DMEFT equations and that the straightforward projection to
the solution of the Schrodinger equation within the muffin-
tin sphere leads to spectral weight loss. We suggested an
alternative projection that resolves these shortcomings.

We sketched the algorithmic steps within an implementa-
tion of DFT+DMEFT in the full-potential methods using a
formulation which avoids the ambiguities of downfolding or
Wannier orbital construction. Hence, the kinetic-energy op-
erator and electron density are not approximated by a tight-
binding parameterization, which allowed us to carry out a
charge density self-consistent calculation.

In the second part of the paper, we concentrated on impu-
rity solvers based on the hybridization expansion. We de-
rived the equations for the bold CTQMC method, which
samples the dressed propagators, as opposed the bare propa-
gators sampled in current CTQMC methods. We showed a
few test results for simplified implementation of the method.
In this part of the paper we also gave detailed formulas for
the impurity solver called the one-crossing approximation,
which can be viewed as the four kink approximation within
the bold CTQMC.

Finally we give details on a new analytic continuation
method, which can continue the self-energy from the imagi-
nary to the real axis. This step is crucial when computing the
response functions within DMFT, as done in Sec. VI for
transport coefficients.

In the third part of the paper, we presented the test results
of our DFT+DMFT implementation on a classical problem
of strong correlations, the isostructural transition of elemen-
tal cerium from its y phase at high temperature to its & phase
at low temperature.

In the last part of the paper, we applied the DFT
+DMFT method to a group of heavy-fermion compounds,
namely, CelrIns, CeColns, and CeRhlns, collectively dubbed
the Ce-115’s. Although the isovalent substitution of a
transition-metal ion does not substantially alter the Ce-In
planes, which are believed to be responsible for the heavy
mass in these compounds, the ground-state properties of
these materials are very different.

We analyzed the electronic structure of the three Ce-115
materials and showed that the Ce 4f electrons in CeRhlns are
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more localized that those in the other two 115 compounds, in
agreement with experiments. Below 3 K, an antiferromag-
netic DFT+DMFT solution in CeRhlns is stable, while
CeColns and Celrlns remain paramagnetic (the AFM solu-
tion is not stable) down to the lowest temperature T
=1.5 K explored in our calculation.

The hybridization in Celrlns is very anisotropic with the
largest component pointing toward the out-of-plane In. The
hybridization is slightly smaller in CeColns, hence we be-
lieve Celrlns to be more itinerant than the other two com-
pounds.

We speculate that the reason CeColns exhibits the highest
superconducting T+ is due to the fact that it is at the border
between itinerancy and localization while Celrlns is on the
itinerant side of the phase diagram and CeRhlns is on the
localized side. The position of CeRhlIns in the phase diagram
is clear from the pressure experiments while the position of
Celrlns is less obvious. We believe that recent uniaxial pres-
sure experiment580 confirm our view, since the c-axis com-
pression, which makes Celrlns more itinerant, decreases the
superconducting 7.
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APPENDIX A: COMPLEX TETRAHDRON METHOD

The formulas for tetrahedron integral in case of complex
eigenvalues are very similar to the case of real eigenvalues.
However, a special attention needs to be paid to choose the
right branch cut in logarithms, such that all terms in the sum
are causal.

First step in tetrahedron method consists of dividing the
first Brillouin zone into tetrahedra which fill up whole space.
Each tetrahedra has four corners. The energy is thus interpo-
lated e=g,+a(e,—&,)+b(e3—&,)+c(e4—g,), where a, b, and
c run between 0 and 1 when visiting corners of tetrahedra.

For the Green’s function we need integral of the form

>

kK @&k

— 2 w(k,0)Cy (A1)
k

and for the electron density and the chemical potential we
need

wz C
> f do—— = > wi(k,0)Cy. (A2)
k Jo W= &k Kk

The integral is first written as the sum over all tetrahedra
and the integral in the interior of tetrahedra,
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_E d3

k @&k t

= 2 E W(knw)ck

1 k=1
(A3)
The latter is evaluated analytically using linear interpolation

inside the volume of the tetrahedra for both the nominator
and denominator

1 1-c 1-b—c
w(k;, w) = 6[ dcf dbf
0 0 0

(1 —-a-b- C)5kl-,l +a§ki,2 +b5ki‘3 +C5ki’4

w—g —ale;—e)) —bles—8)) —cleg— &)
(A4)

Here we used a short notation g, =¢;.
The integrals are analytic and a closed expression for
computing the Green’s function is

w(k;, w) = E—]—lv(w €/,€j—

J#i H (8- !

1#1i,j

&),

where

Io(x,y) = 5{1 ~ loglx +y) - 1og<x>]} (A5)
y y

and [#i,j means [#i and [# j. Notice that only log(x+y)
and log(x) can appear in [v(x,y) [not log(y)] to ensure cau-
sality. Namely, imaginary part of all g; is strictly negative,
hence the expression lv(w—g;,&;~¢;) contains log(w—eg;)
and log(w—¢;), which both have 1maginary part in the inter-
val [0, 7].

Similarly, the formulas for the integral over frequency
fﬁ?w(ki,w)dw are

ilv(w,—€;,8;— &)

Wi(ki, w9y, (l)l) = E

i Il (e—e))

1#1,j

ilv(w—e,,e;,—¢g;
Sy lezeg el
i 1 (e-

1#i,j

where
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ilv(x,y) = iyz{ u*[log(x) — log(x +y)]

1
+log(x+y)+u’ +2u —u} (A7)

and u=x/y

APPENDIX B: TRANSPORT INTEGRALS

To compute the transport coefficients, we need to evaluate
to high precision the following integrals

Pi(z)= fdx( dx)x z’ (B1)
_ any 1
Pz(z,'y)—fdx< dx)|x 2+ x>y’ (B2)
1
0s(z,7) = de( dx)—(x i) (B3)

The integrals need to be carefully implemented and spe-
cial care needs to be taken for the two case: (a) |z|> 1 and (b)
|z’|<1 and |y|<1.

The first integral of Eq. (B1) is computed numerically,
except in the following cases:

—(Mz+co/2+ ¢/ + eyl +¢3/2°) |z| > 10

Pi(z)= d
1@ Wo(z’)+i77d—ic(z’) 2" <1,
where
d
—f(t)dt
dt
Wo(x)=Pf P

is precomputed on a fine mesh and interpolated using cubic
spline interpolation. The constants c; are

7# Tt 317°

W= s ety

12748
15

S . (B4)

The second integral of Eq. (B2) is computed numerically
except in the followmg cases (i) |z”| <1, y| < 1: In this limit
it becomes P,(z,y) ~ o dx(z ), (i) |z|>14: In this case, the
power expansion in terms of |z|? is performed and all terms
are analytically evaluated.

Similarly we treat integra} Eq. (B3). For [7”|<1, |y|<1
we approximate Q,(z,7y) ~ ( )—T% and for |z|>8
we perform the power expans10n in terms of z? and analyti-
cally evaluated the resulting integrals.
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