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1. Introduction

2. Some motivating examples

Topology plays a very important role in modern physical mathematics. Unfortunately,

many of the most exciting applications require some background in quantum field theory

and string theory. The purpose of the simple examples in this section is to demonstrate

how simple computations in electrodynamics and quantum mechanics can lead to some

interesting physical quantities that exhibit interesting topological invariance, or which have

interesting connections to nontrivial constructions in topology.

2.1 Some formulae from classical electrodynamics

We are going to do some computations in electrodynamics, so let us set out a few conven-

tions and summarize the basic formulae of electrodynamics here.

The fieldstrength Fµν is best regarded as a 2-form

F =
1

2!
Fµνdx

µdxν (2.1)

If we have a splitting into space and time we can define electric and magnetic fields by

setting x0 = ct, t is time and

F = E ∧ dx0 +B (2.2)

so Fi0 = ~Ei.

The action for a Maxwell field in d-dimensional Minkowski space is:

S =
1

8π

∫ (
~E2 − ~B2

)
ddx = − 1

16π

∫
FµνF

µνddx (2.3)

A word about units: Our conventions are close to the cgs, or Gaussian, conventions,

Clearly, the electric and magnetic fields have the same units
(
ML2−dT−1

)1/2
. 1 The

difference with cgs/Gaussian units as used, for example, in J.D. Jackson, Classical Elec-

trodynamics, 2nd edition, is that the fields (and charges) are related by a multiplicative

factor of c1/2. So ~Ehere = c−1/2 ~EJackson, etc.

The energy momentum tensor is

Tµν =
1

4π

(
FµλF

λ
ν −

1

4
gµνFρλF

ρλ

)
(2.4)

so in particular the energy density is T00 = 1
8π (

~E2 + ~B2) while the momentum density is

T0i =
1
4πF0jF

j
i . In M1,3 this can be written T0i = − 1

4π ǫijkEjBk. The integral over space

gives the energy in the field:

E = cP0 = c

∫
T00d

d−1~x (2.5)

1We indicate units with MxLyT z for mass (M), length (L) and time (T ) units. If we choose units where

c = 1 then we identify L and T . If we further choose units where ~ = 1 we then identify M = 1/L = 1/T .
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and the momentum:

Pi =

∫
T0id

d−1~x. (2.6)

In any number of dimensions the rotations about a point in space ~a ∈ Rd−1 are

generated by the rotations in the xixj-planes. For the electromagnetic field, the angular

momentum for rotation in the xixj plane is:

Jij =
1

4π

∫
dd−1~x ((x− a)iT0j − (x− a)jT0i) (2.7)

When coupling to a source with current jµ we take the action:

S = − 1

16π

∫
FµνF

µνddx+

∫
jµA

µ (2.8)

These lead to Maxwell’s equations (viewing jµ as a 1-form, which is the correct point of

view):

d ∗ F = 4πj

dF = 0
(2.9)

In particular, for a particle of charge q moving on a worldline xµ(s) we get

S = − 1

16π

∫
FµνF

µνddx+

∫
qAµ(x(s))

dxµ

ds
ds (2.10)

The electric field produced by a static electric charge q at position ~x = ~R satisfies

∇i ~Ei = 4πqδ(d−1)(~x− ~R) (2.11)

and is given, explicitly, by

~E = κdq
~x− ~R

|~x− ~R|d−1
(2.12)

where

κd =
4π

vol (Sd−2)
(2.13)

and vol (Sd−2) is the volume of the unit sphere in the metric induced from Euclidean space.

In general

vol (Sn) =
2π(n+1)/2

Γ(n+1
2 )

(2.14)

Exercise Units of charge

Show that in our conventions a charge q has units of (MLd−2T−1)1/2.
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Exercise

Compute ηµνTµν .

Observe that it vanishes for d = 4. This is very significant. It means that Maxwell

theory is a classical conformal field theory in 3 + 1 dimensions.

Figure 1: Two wires link. Figure taken from Wikipedia article on linking number.

2.2 The Gauss linking number of two closed curves in three dimensional space

Let us consider the following, somewhat odd, construction in magnetostatics, one which,

however, was already considered by J.C. Maxwell himself in his great book. 2

The problem is this: Consider a closed oriented loop C ⊂ R3 carrying a current I.

Next, consider a second oriented loop C ′ ⊂ R3 as in Figure 1. What is the work done by

the magnetic field when transporting a magnetic pole of unit charge around the curve C ′?
We claim that the result is given by a topological invariant, the Gauss linking number,

which measures the amount by which the loops C and C ′ are linked.

We begin with one of Maxwell’s equations allowing us to derive the magnetic field from

a current source:
~∇× ~B = ~J (2.15)

where ~B is the magnetic field and ~J is the current density.

The current density is:

Jk(~x) = I

∮

C

dxk(s)

ds
δ(3)(~x− ~x(s)) (2.16)

where ~x(s) describes the loop C and s is a monotonically increasing parameter along the

loop.

The work done by the magnetic field on a magnetic pole transported around C ′ is:

∮
~B · d~ℓ (2.17)

2J.C. Maxwell, A Treatise on Electricity and Magnetism, Section 419. Dover 1954, vol. 2, p.43
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We claim this is given by ∮
~B · d~ℓ = IL(C,C ′) (2.18)

where

L(C1, C2) := −
1

4π

∫

C1

∫

C2

(~x1 − ~x2) · (d~x1ds1
× d~x2

ds2
)

|~x1 − ~x2|3
ds1ds2 (2.19)

where ~x1 := ~x1(s1) describes the loop C1 and ~x2 := ~x2(s2) describes the loop C2. Note

that L(C1, C2) = L(C2, C1).

In order to prove (2.19) note that we can solve for B using the Biot-Savart law:

~B(~r1) = −
I

4π
~∇1 ×

∫

C

d~r2
|~r1 − ~r2|

:= − I

4π
~∇1 ×

∫ 1

0

1

|~r1 − ~r2(t)|
d~r2(t)

dt
dt (2.20)

Remark: The integral formula for L(C1, C2) was discovered by Gauss in 1833. It has some

similarities with, but is really quite different from, the Neumann formula for the mutual

inductance of two current loops.

We claim that L(C,C ′) is in fact an integer which measures the linking of C and C ′.
In order to show that L(C,C ′) is indeed an integer it is useful (but not strictly necessary)

to use differential forms.

Conceptually, the magnetic field should be combined together with the electric field

to make a two-form F on Minkowski spacetime M1,3, and then (2.15) is a special case of

d ∗ F = j.

However, in magnetostatics, if we do not worry about orientation-reversing spacetime

transformations, we can think of ~B as defining a one-form on R3, using B = Bidxi. Sim-

ilarly, we can think of the current ~J as defining a two-form J = 1
2ǫijkJ

idxjdxk. We are

using here the Hodge duality between one-forms and two-forms in R3 and the equivalence

of vectors and one-forms from a Euclidean metric.

In any case, identifying B with a one-form and J with a two-form, equation (2.15) is

equivalent to:

dB = J (2.21)

and the work done is just
∫
C′ B.

Now put I = 1 and let D′ be an oriented disk spanning C ′ as in Figure 2. Then we

evaluate the total current flowing through D′:
∮

C′

B =

∫

D′

dB =

∫

D′

J

=

∫

D′

dξα ∧ dξβ ∂x
m

∂ξα
∂xn

∂ξβ
1

2
ǫmnj

∮

C

dxj(t)

dt
δ(3)(~x(ξ)− ~x(t))

(2.22)

where ξα are some coordinates on D′. It is easy to see that in the last expression each

transverse intersection of D′ with C contributes ±1 according to orientation: The orien-

tation of C ′ induces one on D′, and C is oriented. This oriented intersection number is
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Figure 2: If we fill in C′ with a disk D′ then we can show that L(C,C′) counts signed intersections

of C′ with D′, and is therefore an integer.

one of the definitions of the linking number. From this interpretation L(C,C ′) is clearly

invariant under continuous deformation of D′ or C or C ′, so long as C and C ′ do not cross.

Now that L(C,C ′) is a continuous function of the locations of C and C ′. On the other

hand it is an integer. Therefore, it is a topological invariant. Note that this topological

invariant can change, if we allow C and C ′ to cross. When C and C ′ cross the formula

(2.19) becomes ill-defined, and then the integer can jump.

Figure 3: Displacing C infinitesimally to Cǫ in the normal direction might lead to nontrivial

self-linking because the normal vector might twist around. For this reason L(C,C) is ill-defined.

Just as self-inductance is rather more subtle than mutual inducance, self-linking num-

bers are a good deal more subtle than mutual linking numbers. Let us continue to take

I = 1, and let B(C) be the resulting magnetic field from a closed loop C. The two-form J

is an example of what is known as a representative of a Poincaré dual to C which means,

roughly speaking, that integrals with J localize onto integrals on C. In particular, we could
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try to define the self-linking number by

L(C,C)
?
=

∫

C
B(C) =

∫

C
B

(C)
i (~x(t))

dxi(t)

dt

=

∫

R3

B(C) ∧ J

=

∫

R3

B(C) ∧ dB(C)

(2.23)

This last integral is known as the Chern-Simons invariant of the one-form B(C) on R3.

The Chern-Simons invariant is well-defined for a smooth one-form, but, due to the

current source, B(C) has singularities on C. Consequently, this self-linking number is ill-

defined. That makes perfectly good sense, as explained in Figure 3. To define L(C,C)

one must displace C infinitesimally in a normal direction and evaluate the mutual linking

number of C and its displaced version. but this is clearly ill-defined because C could link

around itself several times. In Chern-Simons theory this is known as the framing anomaly.

Exercise Explicit verification of topological invariance

Show that I(C1, C2) is invariant under small deformations of ~x1(t) by an explicit vari-

ation of the formula (2.19).

Exercise

Define the 2-form on R3 − {0}

ω(x) :=
1

8π

ǫijkx
idxjdxk

|x|3 (2.24)

a.) Show that, when restricted to the unit sphere S2 ⊂ R3 − {0} the form ω restricts

to the standard volume form with unit volume.

b.) Show that the Gauss linking number can be expressed elegantly as:

L(C1, C2) =

∫

C1

∫

C2

ω(x1 − x2) (2.25)

2.2.1 Relation to the Hopf invariant

The above innocent observation is actually related to a deep mathematical construction

known as the Hopf fibration, which is a particularly beautiful map pH : S3 → S2. We

will describe it later when we discuss the representation theory of SU(2). The following

remarks use much material that you are not expected to know.
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The regularized self-linking number, which is the regularized Chern-Simons invariant,

is related to something known as the Hopf invariant of a map f : S3 → S2, denoted H(f).

A beautiful aspect of the Hopf invariant is that it measures the linking number between

the preimages of regular points f−1(a) and f−1(b). In particular, if f is the projection pH
of the Hopf fibration then any two fibers will be linked since H(pH) = 1.

We connect the Hopf invariant and linking numbers of the fibers to the above exercise

in electromagnetism as follows. We introduce stereographic projection from a pole, call it

the north pole. So we have

S3 − {(1, 0, 0, 0)} pN→ R3

pH ↓
S2

(2.26)

Now we can choose a representative of a generator of H2(S2;Z), call it ω, which is

a bump form centered on n̂0 ∈ S2, and in the limit as the support goes to zero ω →
δ(2)(n̂ − n̂0)d2n̂. Note however, that the bump form is perfectly smooth. Then p∗H(ω) is

supported on the fiber above n̂0 and in the limit that the support of the bump form shrinks

to n̂0
J = (p−1

N )∗p∗Hω = J (C) (2.27)

is the current on a wire C where C is a closed loop in R3 which is the stereographic

projection of the Hopf fiber over n̂0. Since H(f) = 1 for the Hopf fibration we see that,

with the regularization provided by the smooth bump form, the singular self-linking number

becomes well-defined and indeed must be L(C,C) = 1. This is of course true for any choice

of n̂0. Note further that

p∗NB
(C) = Θ (2.28)

relates the corresponding “magnetic field” to the connection one form Θ on the total space

of the principal U(1) bundle πH : S3 → S2.

Now, let us consider two points n̂1, n̂2 ∈ S2 and let us represent the generator of

H2(S2) by

ωs = sδ(2)(n̂− n̂1)d2n̂+ (1− s)δ(2)(n̂− n̂2)d2n̂ (2.29)

where s is any real number, and again we regularize the delta-functions by smoothing

them out to bump forms. The B-field associated with this representative of a generator of

H2(S2) will be

B = sB(C1) + (1− s)B(C2) (2.30)

where C1, C2 are the stereographic projections of the fibers above n̂1, n̂2, respectively. But

now we have

1 =

∫
ΘdΘ = s2L(C1, C1) + 2s(1− s)L(C1, C2) + (1− s)2L(C2, C2)

= 1− 2s(1− s) + 2s(1− s)L(C1, C2)

(2.31)

As indicated, the integral on the LHS is independent of representative ω and equal to 1.

Therefore, L(C1, C2) = 1 for the images of any two fibers!!
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Figure 4: The angular momentum in the electromagnetic field of a pair of dyons. Illustrated here

is one contribution to ~E × ~B from the eletric field of particle 1 and the magnetic field of particle

2. Of course there is another contribution, not shown, from the magnetic field of particle 1 and the

electric field of particle 2.

2.3 Angular momentum of a pair of dyons

Another simple computation in electromagnetism leads to an intriguing topologically in-

variant quantity.

Although particles with magnetic charge, so-called magnetic monopoles, have never

been observed experimentally, one can investigate them theoretically, and they lead to

some of the deepest modern mathematics.

A point particle in R3 at a location ~R of electric and magnetic charge (q, g) would

produce an electric field

~E = q
~x− ~R

|~x− ~R|3
(2.32)

as well as a magnetic field 3

~B = g
~x− ~R

|~x− ~R|3
(2.33)

A particle with charges q = 0 and g 6= 0 is called a magnetic monopole. A particle with

g 6= 0 where the charge q is also not necessarily zero is called a dyon.

Now consider the angular momentum of the electromagnetic field in the presence of a

pair of dyons where we choose the origin to be at the midpoint of the segment separating the

dyons. Specializing the formula (2.7) for the angular momentum to d = 3 + 1 dimensions

the generator of rotations around a point ~a is:

~L =
1

4π

∫

R3

(~x− ~a)×
(
~E × ~B

)
d3~x (2.34)

A little calculation, left as an exercise, shows that

~L = r̂12 (g1q2 − g2q1) (2.35)

3We use g and not m to avoid confusion with a mass.
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where r̂12 is the unit vector pointing from particle 2 towards particle 1.

The result is somewhat remarkable: It is independent of the distance between the dyons.

In this sense it is “topological.” It also leads to a very deep connection of topology with

physics through Dirac quantization.

Exercise

a.) Derive equation (2.35).

b.) In general, due to the factor of ~x in the formula for the angular momentum, the

angular momentum of an electromagnetic field depends on the choice of origin of spacetime.

Show that for the case of two dyons the result is independent of the choice of origin of

spacetime.

2.4 Dirac quantization

The computation of (2.35) was a classical computation, but it has extremely interesting

implications when combined with quantum mechanics. Eventually, we will want to quantize

the electromagnetic field as well. Then ~L/~ becomes a generator of the Lie algebra so(3) ∼=
su(2) of the rotation group. We will study this Lie algebra later and see that the generators

always have eigenvalues which are integral or half-integral. That is, of the form n/2 where

n ∈ Z. This leads to the Dirac quantization law (sometimes called the Dirac-Schwinger-

Zwanziger quantization law):

g1q2 − g2q1 =
1

2
n~ (2.36)

Remarks:

1. Among other things, this means that the existence of just one dyon somewhere in

the Universe would explain the fact that electric charge is quantized.

2. Since the photon is a boson one might think that the energy n in (2.36) must be

even. In fact, as an alternative argument below shows, this is not the case, and the

field of a pair of dyons can very well have half-integral spin!

3. In this remark let us switch to more standard units for charge by scaling charges

by a factor of c−1/2. Then the formula for the fine structure constant is e2/~c. It is

dimensionless and (at long distances) is approximately 1/137. Similarly, the magnetic

fine structure constant g2/(~c) is dimensionless. The Dirac quantization condition

implies
g2

~c

e2

~c
=
n2

4
n ∈ Z (2.37)

and hence in nature the magnetic fine structure constant g2

~c ∼ 137
4 n

2 would be rather

large. The energy loss of a relativistic monopole passing through matter is similar

to that of a relativistic heavy nucleus of Z = 137n/2. It would have very dramatic

effects and would be hard to miss. See Jackson, p. 253 for more details.
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4. The equations with electric and magnetic sources are mathematically consistent, and

perfectly natural in view of the electric-magnetic duality of Maxwell’s equations.

There is no fundamental reason for electric charge quantization in quantum elec-

trodynamics, or even in the SU(3) × SU(2) × U(1) standard model. Moreover, in

nonabelian Yang-Mills-Higgs theories with suitable patterns of spontaneous symme-

try breaking, a generic prediction is the existence of magnetic monopoles. A stan-

dard physical context for such theories are Grand Unified Theories in which case the

monopole mass turns out to be of order the GUT scale ∼ 1015GeV . Moreover, in

theoretical arguments, magnetic monopoles play a prominent role in explanations of

the phenomenon of confinement in the strong interactions. One of the remarkable

and deep aspects of Nature is that – to amazing accuracy – there are no observed

magnetic sources in Nature. This is not for want of trying to find them. Searches

have included:

1. Searches in rocks, moonrocks etc. for traces of ionization.

2. Induction experiments. Except for a notorious event on Valentine’s day, 1982,

there have been no observations, despite an extensive effort.

3. The existence of long-range galactic magnetic fields provides stringent bounds on

the density of monopoles.

4. According to the PDG, the flux of massive magnetic monopoles with 1.1× 10−4 <

β < 0.1 is

flux < 1.0× 10−15cm−2sr−1s−1

The reason for the absence of monopoles in nature is a deep mystery.

5. In spite of the negative experimental situation, Dirac quantization has played a very

important role in the development of physical mathematics.

2.5 Quantum mechanics of a charged particle moving in a classical electromag-

netic field

The quantum wavefunction of the charged particle traveling on a path γ in a spacetime S
has a multiplicative contribution to its phase which is of the form

exp[i
q

~

∫

γ
A] (2.38)

where A = Aµdx
µ is the “vector potential” of the electromagnetic field. (Locally, A is a

one-form; better, it is a connection on a principal U(1) line bundle over S. )
Written out in detail: We describe the worldline by a map: x : D → S where the

domain D is a subset of the real line. D could be the entire real line, or just a finite

interval D = [si, sf ] or a half-line. When talking about thermodynamics or partition

functions we take D to be a circle.

If we choose coordinates xµ on S (with µ = 0, . . . , d − 1, where d is the dimension of

spacetime), then the trajectory is described locally by functions xµ(s), where s ∈ R is a
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parameter. Then:

exp[i
q

~

∫

γ
A] = exp[i

q

~

∫

D
Aµ(x(s))

dxµ

ds
ds] (2.39)

Specializing to d-dimensional Minkowski space S4 = M1,d−1 with signature (−1,+1d−1)

the wavefunction of a charged particle of massm and charge q moving in an electromagnetic

field described by A = Aµdx
µ can be computed by the path integral over the space of all

(sufficiently differentiable) functions

Map(D,M1,d−1) = {x : D → M1,d−1} (2.40)

with weighting (here s has units of time):

∫
[dxµ(s)]exp

[
i

~

∫

D

{
mc

√
−dx

µ

ds

dxµ
ds

+ qAµ(x(s))
dxµ

ds

}
ds

]
(2.41)

The Wiener measure [dxµ(s)] is a measure, or “volume form” on the space of all maps from

D into M1,d−1. Defining this is nontrivial, but all we need to know is that it exists and is

well-defined. Let us verify that this is a reasonable action principle:

The stationary variation of the classical action: 4

S =

∫

D

{
mc

√
−dx

µ

ds

dxµ
ds

+ qAµ(x(s))
dxµ

ds

}
ds (2.42)

under xµ(s)→ xµ(s) + δxµ(s) leads to the equation of motion:

mc
d

ds

(
1

Γ

d

ds
xµ

)
= −qFµν(x(s))

dxν

ds
(2.43)

where Γ :=
√
−dxµ

ds
dxµ
ds . In order to relate this to the familiar equations of motion we define

the proper time τ by

cdτ = Γds (2.44)

In particular, taking x0 = ct and s = t this gives Γ = cγ = c
√

1− vivi/c2 and

dτ = γdt. (2.45)

Then:

m
d2

dτ2
xµ = −q

c
Fµν(x(τ))

dxν

dτ
(2.46)

Now

F = E ∧ dx0 +B (2.47)

so using special properties of d = 3 + 1 dimensions:

Fi0 = Ei Fij = ǫijkBk (2.48)

4For details on the computation, if you get stuck you could consult, for examples, J.D. Jackson, Classical

Electrodynmics, 2nd. ed., section 12.1 or L.D. Landau and E.M. Lifshitz, The Classical Theory of Fields,

section 16.
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and hence the µ = 0 component of (2.43) becomes

d

dt

(
mc2

γ

)
= −cqviEi = −cq~v · ~E (2.49)

where ~v = d~x
dt and the µ = i component becomes:

d

dt

(
m~v

γ

)
= −qc ~E − q~v × ~B (2.50)

These are the standard equations of motion for a charged particle in an electromagnetic

field. (Recall that to return to standard cgs conventions we should rescale charges and

fields by a factor of c−1/2.)

Thus, (2.42) is a good action principle. Nevertheless, the expression (2.38) has a very

peculiar property: It is not manifestly gauge invariant. It is, in fact, gauge invariant, when

suitably interpreted:

If we make a gauge transformation Aµ → Ãµ = Aµ + ∂µχ then it changes by

exp[i
q

~

∫

γ
Ã] = exp[i

q

~

∫

γ
A]exp[i

q

~

∫

γ
dχ]

= exp[i
q

~

∫

γ
A]exp[i

q

~

∫

D
∂µχ(x(s))

dxµ

ds
]

= exp[i
q

~

∫

γ
A]exp[i

q

~
χ(x(sf ))]exp[−i

q

~
χ(x(si))]

(2.51)

Now:

1. It is not quite true that χ(x) must be a single-valued function on spacetime. If the

gauge group is U(1) (and not its universal cover) then ei
q
~
χ(x) must be single valued.

If the gauge group is the additive group R (the universal cover of U(1)) then we

must impose the more stringent condition that χ(x) be single-valued. In any case, if

D = S1 then for a single-valued wavefunction xi = xf and the factors cancel.

2. If D is an interval, half-interval, or the real line then the path integral is interpreted

as a kernel K(x(si), x(sf )) so that given a wavefunction ψi(x)

ψf (xf ) =

∫
d~xiψi(xi)K(xi, xf ) (2.52)

where xi = x(si) and xf = x(sf ) are the boundary values in the path integral. Then

under a gauge transformation the wavefunction of a charged particle of charge q

transforms according to

ψ(x)→ ei
q
~
χ(x)ψ(x) (2.53)

We conclude that the action (2.42) is indeed suitably gauge-invariant.

– 16 –



Remark: The action (2.42) has a nice generalization to x : D → S where S is a (pseudo-)

Riemannian manifold. If, in local coordinates the metric on S is written as Gµν(x)dx
µ⊗dxν

then we use

S =

∫

D

{
mc

√
−dx

µ

ds

dxν

ds
Gµν(x(s)) + qAµ(x(s))

dxµ

ds

}
ds (2.54)

in the pseudo-Riemannian case and

S =

∫

D

{
mc

√
dxµ

ds

dxν

ds
Gµν(x(s)) + qAµ(x(s))

dxµ

ds

}
ds (2.55)

in the Riemannian case. In both cases, the kinetic term is the induced line element on the

worldline of the particle.

Exercise

Derive the equation of motion following from (2.54) and (2.55).

Exercise Point particle action as 0 + 1-dimensional “quantum gravity”

a.) Show that the action (2.34) for a charged particle moving in an electromagnetic field

has a gauge invariance under reparametrizations s → f(s) where f(s) is a monotonically

increasing differentiable function of s.

b.) Introduce a metric on the domain D, say it is gss(s)(ds)
2. Since gss > 0 we can

define a positive squareroot so the length element is e(s)ds. (This would be called an

einbein in general relativity.) Suppose x : D → S is a map into a pseudo-Riemannian

manifold with metric Gµν(x) of signature (−1,+1d−1). Consider the action:

S =
1

2
m

∫

D

(
−gss(s)dx

µ

ds

dxν

ds
Gµν(x(s)) + c2

)
e(s)ds (2.56)

Gµν has signature mostly plus. Show that the einbein can be eliminated by algebraic

equations of motion to produce the action for a particle moving in a spacetime S.
c.) Verify that the action is invariant under diffeomorphisms s→ f(s) provided e(s)ds

transforms like a line element.

d.) Show that with a suitable rescaling of e one can take an m→ 0 limit preserving a

good kinetic term.

Interpretation: We are doing quantum gravity in 0 + 1 dimensions with a “graviton”

e(s)ds and “matter fields” xµ(s) with a possibly nonlinear target. The term
∫
meds is like

the cosmological constant. The coupling q
∫
Aµdx

µ is independent of the metric and hence

is a “topological term.”

For a computation of the propagator of a particle through spacetime from this point

of view see, for example, 5

5A. Cohen, G. Moore, P. Nelson, and J. Polchinski, “An off-shell propagator for string theory,” Nucl.

Phys. B267(1986)143

– 17 –



2.6 A charged particle in a flat gauge field

When D = S1 there is another, very beautiful way to see that (2.38) is gauge invariant.

The argument works in some important special cases. Suppose the image γ ⊂ S of D = S1

is a closed curve in spacetime and we can use Stokes’ theorem (integration by parts) to

rewrite:

exp[i
q

~

∫

γ
A] = exp[i

q

~

∫

D
F ] (2.57)

where D ⊂ S is a disk whose boundary is γ.

However, there can be situations in which γ does not bound a disk. There can even

be situations where γ does not bound a disk and F = 0 in S and yet (2.38) is not = 1!

As an example, consider a infinitely thin solenoid carrying a flux Φ. Let us say that

it runs along the x3-axis in R3. Suppose it is impenetrable to our particle. Then we must

take S = R× (R3−Z) where Z = {(0, 0, x3) : x3 ∈ R} is the z-axis. Note that F = 0 in S,
but A = Φ

2πdφ is nonzero, and for general Φ, we cannot gauge A to zero by a single-valued

gauge transformation! Thus, even though Fµν = 0 the gauge field is nontrivial and cannot

be gauged to zero. Such a gauge field is called a (nontrivial) flat gauge field.

Figure 5: A solenoid carrying flux Φ runs along the z-axis Z and is cloaked by an impenetrable

barrier. A particle moves around the solenoid on a path γ. The time direction is suppressed in this

figure.

Now imagine that the worldline of the charged particle makes a closed loop around the

solenoid as in Figure 5. We can compare the original wavefunction to the final one. For

simplicity suppose that A0 = 0 so that we can just consider the projection of the worldline

into space. The factor (2.38) becomes

exp[i
qΦ

~
] (2.58)

In fact, if the particle moves arbitrarily slowly around the loop then one can show (using

the quantum adiabatic theorem) that this is the only phase factor the particle picks up.

But this factor need not be unity! As opposed to the gauge freedom (2.53) this phase
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change of the wavefunction is physical and would have an effect, for example, in changing

phase interference in the famous double-slit experiment. 6

Again, we see an interesting version of topological invariance in physics: The precise

choice of loop γ does not matter for the phase (2.58) in the sense that it is unchanged

under continuous deformations of γ which do not cross the solenoid.

Exercise

Suppose γ loops around the solenoid n times. What is the phase shift?

Figure 6: A closed path γ ⊂ R3 − {0} can be bounded by two different disks D1, D2 such that

D1 ∪D2 is a closed 2-cycle linking the origin.

2.7 Dirac’s argument for quantization

The quantization of the angular momentum (2.35) is not how Dirac originally discovered

his quantization law in his spectacular paper of 1931. 7 Rather, he studied the quantum

mechanics of a charged particle of charge moving in the field of a hypothetical magnetic

monopole. Because of the singularity of the field at the origin that means we consider the

charged particle as moving in R3 − {0}.
If the path γ is a closed path it is not obvious that (2.38) is well-defined and gauge

invariant. However, we can use Stokes’ theorem to argue that it is gauge invariant: Choose

a disk D whose boundary is the path γ. Then we can say that

exp[i
q

~

∫

γ
A] = exp[i

q

~

∫

D
dA] = exp[i

q

~

∫

D
F ] (2.59)

6For an excellent account of this see S. Coleman, “The magnetic monopole: 50 years later.”
7In this paper he predicted the existence of three new particles, the anti-electron, the anti-proton, and the

magnetic monopole. At the time, predicting new particles was not something that a theorist was expected

to do. The reference is P.A.M. Dirac, “Quantised Singularities in the Electromagnetic Field,” Proc. Roy.

Soc. A 133, 60.
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On the other hand, as shown in Figure 6, the choice of the disk D is ambiguous. In order

for the phase of the electron wavefunction to be well-defined we must have

exp[i
q

~

∫

D1

F ] = exp[i
q

~

∫

D2

F ] ⇒ exp[i
q

~

∫

Σ
F ] = 1 (2.60)

where Σ = −D1 ∪D2 is the closed two-surface enclosing the monopole and the minus sign

refers to orientation. But the integral
∫
Σ F just measures the total magnetic flux through

Σ and can be evaluated by Gauss’ law.

More precisely, the field of a static magnetic charge g is

F =
g

2
ǫijk

xidxjdxk

r3
(2.61)

and the integral on a surface enclosing the origin is just 4πg. Thus, the phase of the

wavefunction is well-defined if
4πgq

~
(2.62)

is an integral multiple of 2π, so that

gq =
1

2
n~ n ∈ Z (2.63)

The generalization to an arbitrary pair of dyons can be shown to be

g1q2 − g2q1 =
1

2
n~ n ∈ Z (2.64)

The topology implied here is rather more subtle: It has to do with the topology of

fiber bundles and how that is measured by connections on those bundles.

Exercise

Show that if D1 can be deformed to D̃1 without crossing the magnetic pole then

exp[
iq

~

∫

D1

F ] = exp[
iq

~

∫

D̃1

F ] (2.65)

follows without using the Dirac condition.

2.8 Anyons in 2+1 dimensions

Let us now consider what happens when charged particles are constrained to live in two

spatial dimensions. See

1. http://en.wikipedia.org/wiki/2DEG

2. S. Girvin, “The Quantum Hall Effect: Novel Excitations and Broken Symmetries,”

arXiv:cond-mat/9907002

for a description of some experimental realizations approximating this idealized situa-

tion.

– 20 –



Now, it is interesting if our plane also has thin solenoids of flux Φ piercing it. We can

imagine a situation in which the flux cannot spread out, so they behave like particles in

2+1 dimensions as well. A good example of how this can happen is in a superconductor. A

nice way to understand superconductivity is that it is a theory of electromagnetism where

the U(1) gauge theory symmetry is spontaneously broken by the vacuum expectation value

of a charge two field representing the Cooper pairs. The flux tubes are regions of normal

phase, where the photon is massless. The superconductor is a region where the photon

gets a mass. The flux cannot spread out.

Now imagine that - for some unspecified reason - a particle of charge q binds to such

a solenoid-particle. We label the boundstate by (q,Φ). These 2+ 1 dimensional analogs of

dyons have some very curious properties.

Figure 7: A boundstate (q1,Φ1) moves very slowly counterclockwise around a boundstate (q2,Φ2).

Only the topology of the path matters in computing the change of phase of the wavefunction. Do

not confuse the vertical direction with the z-axis. The vertical direction now represents the time

direction.

Figure 8: A topologically equivalent formulation of the path in Figure 7. This makes it clear that

the boundstate (q2,Φ2) also moves counterclockwise around (q1,Φ1).

Let us move a particle (q1,Φ1) very slowly around a particle (q2,Φ2) as in Figure 7

Applying the formula (2.38) the wavefunction picks up a phase exp[ i
~c(q2Φ1)]. Note that
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this does not depend on the exact shape of the trajectories, only that one particle circles

around the other. At the same time, there is a phase change because particle (q2,Φ1) loops

around the flux Φ1. Indeed we could deform Figure 7 to Figure 8. Altogether then, the

wavefunction of the pair of particles changes by

exp[
i

~
(q2Φ1 + q2Φ2)] (2.66)

Figure 9: A pair of identical particles (q,Φ) are exchanged.

Now let us consider a pair of identical particles which are exchanged as in Figure 9.

The net phase change is just exp[i qΦ
~
]. But since we have exchanged identical particles we

can interpret this as a statistics phase. Unlike the case of particles in 3 + 1 dimensions, in

the present case the statistics phase can be any phase. Such particles are called anyons. 8

It is interesting to check the relation between spin and statistics.

We now apply the general formula (2.7) to the angular momentum in d = 2 + 1

dimensions. Here there is just the one generator J = J12.

In 2+1 dimensions the solenoid contributes Fij = ǫijΦδ
2(x), (here i, j run from 1 to 2

and ǫ12 = +1). From (2.12) the electric particle at ~R contributes an electric field

~E = 2q
~x− ~R

|~x− ~R|2
(2.67)

so F0j = −2q(x−R)j/|~x− ~R|2. Therefore the momentum density is

T0i = F0kFik =
qΦ

2π
ǫij
Rj
R2

δ(2)(~x) (2.68)

Thanks to the δ-function in the integral is easily done and we find

J12 =
qΦ

2π

~a · ~R
~R · ~R

(2.69)

It is now amusing to check the relation of spin and statistics:

8The possible existence of anyons was pointed out by Leinaas and Myrheim in 1977. The term “anyon”

was invented in F. Wilczek, ”Quantum Mechanics of Fractional-Spin Particles”. Physical Review Letters

49 (14): 957959.
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Figure 10: In (a) the charge q is slowly moved around the fluxon Φ and the wavefunction acquires

an Aharonov-Bohm phase. In (b) we perform a rotation by 2π centered on q and the wavefunction

of the electromagnetic field acquires a phase. These two phases are the same.

1. If we slowly rotate the particle around the flux in a counterclockwise fashion then

the wavefunction picks up a phase exp[iqΦ/~].

2. On the other hand, if we rotate the flux around the particle then the wavefunction

should change by exp[2πiJ/~]. Taking ~a = ~R in (2.69) we get the same phase:

exp[2πiJ/~] = exp[iqΦ/~] (2.70)

Remark Spin-statistics theorem: The important property used in proving the spin-statistics

theorem is the existence of an analytic continuation to Euclidean space.

Here are some sources for more material about anyons:

1. There are some nice lecture notes by John Preskill, which discuss the potential rela-

tion to quantum computation and quantum information theory: http://www.theory.caltech.edu/˜preskill/ph219/t

2. For a reasonably up-to-date review see A. Stern, ”Anyons and the quantum Hall

effectA pedagogical review”. Annals of Physics 323: 204; arXiv:0711.4697v1.

3. A. Lerda, Anyons: Quantum mechanics of particles with fractional statistics Lect.Notes

Phys. M14 (1992) 1-138

4. Other refs include: A. Khare, Fractional Statistics and Quantum Theory, and G.

Dunne, Self-Dual Chern-Simons Theories.

2.9 The moral of the examples

Simple physical computations can lead to topologically invariant quantities.

There are many other and more sophisticated examples:

1. Path integrals in topological field theories compute interesting topological invariants

of highly nontrivial manifolds such as manifolds consisting of “moduli spaces” - pa-

rameter spaces of solutions to important differential equations in physics.
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2. Some simple expressions in condensed matter physics have interesting topological

interpretations. As a famous example of this, the Kubo formula for the Hall conduc-

tance of a noninteracting gas of electrons in a magnetic field, confined to a plane,

has the interpretation of the first Chern class of a line bundle over a Brillouin torus.

This is the starting point for the relation of the quantum Hall effect to topology.

3. Some basic definitions in topology

Topology is the study of invariance of a quantity under continuous deformations. This is

often (but not always) the origin of topological quantities in physics. We will now formalize

this notion mathematically.

We assume you have seen basic point-set topology. For more detail, see the refs at the

end. The following definitions are essential: 9

3.1 Definition of a topology

Definition Let X be any set. A topology on X is a collection T of subsets of X (called

the set of open sets of the topology T) which satisfies the following conditions:

1. ∅ and X are members of T

2. The union of the members of an arbitrary subset of T is a member of T.

3. The intersection of a finite number of members of T is a member of T.

Some frequently used terminology:

1. If x ∈ X then an open set U ∈ T containing x is also called a neighborhood of x.

2. If C ⊂ X is a subset of X so that X − C is open then C is said to be closed. Note

that both ∅ and X are both open and closed.

3. If A ⊂ X is any subset the closure of A, denoted Ā, is the intersection of all closed

sets containing A. It is the smallest closed set containing A.

Two extreme examples of topologies on X are the following: We could take T to be

the set of all subsets of X. This is called the discrete topology. On the other hand, we

could take T to consist of a set with two members, namely ∅ and X. That defines the

trivial topology. In general, neither of these topologies is useful in physics, and physicists

do not generally worry about the precise definition of the topology of the spaces they are

working with, since it is often intuitively obvious what is topology T is the “correct” one.

For example, when working with field theory in d-dimensional Minkowski space M1,d−1

there is an obvious topology inherited from Rd. One place where this is not the case is in

9A primary source for the review material on point-set topology has been J.R. Munkres, Topology, a

first course, Prentice Hall, 1975
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the topology of operator algebras, as we will see in Chapter 3. Therefore, it is useful to

have the following definition:

Definition If T and T′ are two topologies on a set X then we say that T′ is finer, or

stronger, than T if T′ contains T as a subset. Equivalently we say that T is coarser, or

weaker than T′.

Thus, the finest, or strongest topology on X is the discrete topology. The coarsest, or

weakest topology on X is the trivial topology.

One useful way to define the topology on a set X is to give a subbasis B of open sets.

This is simply a collection of subsets of X whose union equals X. The topology generated

by B is the set of all unions of finite intersections of elements of B. Put differently, the

topology generated by B is the coarsest, or weakest topology for which all the elements of

B are open sets. 10

One natural way in which a subbasis is useful is in defining the metric topology on a

metric space.

Definition A metric on a set X is a map d : X ×X → R such that

1. d(x1, x2) = d(x2, x1)

2. ∀x1, x2, x3 ∈ X, d(x1, x3) ≤ d(x1, x2) + d(x2, x3)

3. d(x1, x2) ≥ 0 for all x1, x2 ∈ X

4. d(x1, x2) = 0 iff x1 = x2

A set X equipped with a metric is called a metric space.

Warning: The “Minkowski metric” is not a metric in the above sense!

Definition The metric topology on a metric space (X, d) is the topology generated by the

subbasis of open balls:

B(x0, ǫ) := {x ∈ X|d(x, x0) < ǫ} (3.1)

Exercise

If (X,TX) is a topological space and Y ⊂ X is any subset, so that {U ∩ Y |U ∈ TX}
defines a topology on Y . It is called the subspace topology or induced topology.

10One naturally asks what a basis for a topology would be. This is a collection B ⊂ T of open sets such

that every open set is a union of elements of B.
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Exercise

Formulate a definition of a topology on a space X in terms of the set of closed sets.

3.2 Continuity and convergence

Now, finally, we can define a continuous function between two topological spaces:

Definition A function f : X → Y between two sets with topologies TX and TY is said to

be continuous if, for all open sets in Y , that is, for all V ∈ TY , the inverse image f−1(V )

is an open set in X, that is, f−1(V ) ∈ TX .

A closely related notion is the convergence of a sequence {xn}n≥1 of points in X with

a topology TX . We say that such a sequence converges to x ∈ X if for every neighborhood

U ∈ TX of x there exists an N so that for all n ≥ N we have xn ∈ U .

Remarks

1. For any subset W ⊂ Y the set of points in X which do not map to W under f is

f−1(Y −W ) = X − f−1(W ). It follows that an equivalent definition is that f is

continuous iff the inverse image of closed sets is closed.

2. A common mistake is to assume that if f is continuous and U is open then f(U) is

open. (Continuous functions which do satisfy this property are called open.) A trivial

counterexample is to take the real-valued function which maps all of Rn to a point.

It is also a mistake to assume that a continuous function will map a closed set into a

closed set. A counterexample is f : R→ U(1)×U(1) defined by f(x) = (e2πix, e2πiαx)

where α is an irrational real number.

3. We can relate the notion of continuity and convergence of a sequence as follows: Let

Ẑ+ = Z+ ∪ {∞} have the topology determined by the subbasis of sets BN := {n|n ≥
N}. Then a sequence xn in X converges to x iff the function f : Ẑ+ → X defined by

f(n) = xn and f(∞) = x is continuous.

4. There are a number of “separation axioms” one can put on topologies. One important

one is the Hausdorff condition. This is the condition that one can separate points

by open sets. That is: For all pairs x1, x2 ∈ X of distinct points there exist open

sets U1, U2 with x1 ∈ U1, x2 ∈ U2, but U1 ∩ U2 = ∅. The condition comes up in

physics sometimes because in forming quotient spaces, for example when dividing

my some gauge symmetry, one sometimes encounters a difficulty that the quotient

space with the quotient topology is not Hausdorff. This usually means one of two

things: Some important degree of freedom was overlooked or one should be working

with “noncommutative geometry.” For some examples of non-Hausdorff topological

spaces consider:

Example A: The trivial topology on any set X with more than one element.
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Example B: The set of equivalence classes of points on the unit circle with an equiv-

alence relation determine by choosing an irrational real number α. The equivalence

relation is z1 ∼ z2 if z1 = e2πinαz2 where n ∈ Z. The set of equivalence classes inherits

a topology (see Section §5 below) and this topology is easily seen to be non-Hausdorff.

We will see other examples when we discuss group quotients in Chapter ****

5. In Chapter 1 we discussed at length the notion of groups. We can now combine the

notion of a topological space with that of a group to define a topological group. This

is a group G which is also endowed with a topology. But a group with a topology is

not necessarily a topological group! We must make sure that the two mathematical

structures are compatible and interact well together. In particular for G to be a

topological group we demand that the multiplication map G × G → G and the

inversion map G→ G which takes g → g−1 are both continuous maps. An important

class of topological groups are the Lie groups studied in **** below. However, not all

topological groups are Lie groups. A simple example would be the rational numbers.

Exercise

Suppose that f : X → Y is a continuous map between topological spaces (X,TX ) and

(Y,TY ). Show that

a.) If T′
Y is weaker than TY then f is continuous as a function to (Y,T′

Y ).

b.) If T′
X is stronger than TX then f is continuous as a function from (X,T′

X).

c.) If T′
X is weaker than TX then a sequence {xn} in X which converges to x in TX

also converges to x in T′
X .

Exercise

Suppose the topology of Y is generated by a subbasis B. Show that f : X → Y is

continuous iff f−1(S) ⊂ X is open for every element S ∈ B. 11

3.3 Homeomorphism

Definition : A homeomorphism φ : X → Y of two topological spaces X,Y is a 1-1

continuous map with continuous inverse.

Remarks:

1. In the definition of homeomorphism it is necessary to say that the bijective continuous

map has an inverse. For an example of a bijective continuous map whose inverse is not

11Hint: If V = S1 ∩ · · · ∩ Sn then f−1(V ) = f−1(S1) ∩ · · · ∩ f−1(Sn).
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continuous, take any set X and choose two topologies TX and T′
X . Let f : X → X be

the identity map. This is certainly bijective! If we regard it as a map of topological

spaces (X,TX )→ (X,T′
X ) then if TX is stronger than T′

X the map will be continuous,

but if TX is strictly stronger than T′
X then the inverse map will not be continuous.

2. A continuous map f : X → Y of topological spaces is a topological embedding if f is

a homeomorphism of X with its image f(X) ⊂ Y where f(X) carries the subspace

topology inherited from Y .

A

B

C

Figure 11: The regions inside the curves A and B are homeomorphic to each other, but not to the

annular region described by C.

Figure 12: A complicated projection of a knot in R3. Is it equivalent to the unknot?

Examples

1. Consider the square, disk, and annulus. The square and disk are homeomorphic.

They are not homeomorphic to the annulus.

2. Rn is not homeomorphic to Rm for n 6= m.
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3. Define the n-dimensional sphere for n ≥ 0 to be:

Sn ≡ {~x ∈ Rn+1 :

n+1∑

i=1

(xi)2 = 1} (3.2)

It is not homeomorphic to Rn.

The above three statements are intuitively obvious. But it is perhaps not immediately

obvious how to prove them. One way to prove such statements is by finding a topological

invariant.

Definition A topological invariant is any quantity assigned to topological spaces which

depends only on the homeomorphism equivalence class of the space.

Example: Consider a knot in C ⊂ R3. C is homeomorphic to S1, but its embedding in

R3 can be complicated. So, for different C, R3 − C will not be homeomorphic. It can be

hard to recognize if the knot is equivalent to the “unknot” in R3. See for example Figure

12. Similarly, if we have several embedded copies of S1 in R3 then we have a link. If we

move closed smooth curves C1, C2 in R3 around so that they do not cross then the spaces

R3− [C1∪C2] are homeomorphic. If they do cross then the resulting spaces might or might

not be homeomorphic. The linking number L(C1, C2) is one topological invariant. While

many interesting invariants are known, finding a complete set of topological invariants for a

knot or link in R3 is an unsolved problem. It is conjectured that the collection of Vassiliev

“finite-type invariants” or the collection of perturbative Chern-Simons invariants forms a

complete set of invariants for knots. These are fancier integral formulae generalizing the

Gauss linking formula.

Two simple homeomorphism invariants are compactness and connectedness. We discuss

those next.

Exercise

Prove that X ∼ Y if X,Y are homeomorphic is an equivalence relation.

3.4 Compactness

Definition :

a.) A space X is compact if every covering by open sets has a finite sub-covering.

b.) A space X is locally compact if at every point x ∈ X there is a compact set K

containing a neighborhood of x.

Examples:
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1. A continuous function maps compact sets to compact sets. Thus, compactness is a

homeomorphism invariant.

2. Warning: It is not true in general that the inverse image under a continuous function

of a compact set is compact. Continuous functions that have the property that

f−1(K) for all compact subsets K of the codomain are said to be proper.

3. One can show that a subset of Rn is compact iff it is closed and bounded. For example,

the closed interval [0, 1] is compact and the open interval (0, 1) is not. These are not

homeomorphic.

4. Sn is compact, Rn is not. Therefore, they are not homeomorphic. Stereographic

projection shows that Sn − {point} is homeomorphic to Rn.

5. The closed disk {z||z| ≤ R} is compact and the punctured disk where we cut out

z = 0 is not. These are not homeomorphic.

6. Almost all spaces one normally works with in physics are locally compact. An example

of a space which is not locally compact is the set of rational numbers Q with the

topology induced from that of the real line.

Remark: A frequent source of technical trouble and subtlety in field theory is non-

compactness of spaces of functions, or spaces of solutions to differential equations.

3.5 Connectedness

Definition A topological space X is said to be disconnected if there exist two nonempty

disjoint open sets U, V so that U ∪ V = X. If X is not disconnected it is said to be

connected.

If f : X → Y is a continuous map then if X is connected then so is f(X). However,

the inverse image of a connected set need not be connected! Just think of some many-

to-one maps. Nevertheless, if f is a homeomorphism then since f−1 is connected, X and

Y are either both connected or disconnected. Thus, connectedness is a homeomorphism

invariant.

Exercise

Show that X is connected iff the only elements of TX that are both open and closed

are ∅ and X. 12

We can define an equivalence relation on X by saying that x1 ∼ x2 if there is a

connected set U ⊂ X which contains both x1 and x2. The equivalence classes under this

12Ans: Suppose V is both open and closed and is not X or the empty set. Then V is nonempty, by

assumption and U = X − V is open (since V is closed) and nonempty, since V 6= X. But U ∪ V = X.
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relation are called the connected components of X. The set of connected components is

usually denoted π0(X). It is a basic homeomorphism invariant of X.

Example: Spheres. The 0-dimensional sphere is disconnected: π0(S
0) = {p+, p−} has two

elements but but π0(S
n) has one element for n > 0. This is often the source of special

phenomena in low dimensions.

Remark: There are many refinements of the notion of connectedness: A path in X is a

continuous map [0, 1]→ X and a space is path connected if any two points can be connected

by a path. Topology books show that a path connected space is connected, but that the

converse is false. There are also notions of “arcwise connected,” “hyperconnected,” and

“locally connected.” We will not need to worry about such refinements.

Exercise

Show that if X has more than one element and the discrete topology it is disconnected.

4. Topologies on spaces of functions

In field theory we are often concerned with function spaces or spaces of maps between two

spaces X and Y . Typically, X is some spacetime and Y is some kind of “target space.”

We need a notion of when two field configurations are “close.”

The most primitive thing we can do is consider the space of all maps Map(X,Y ). This

space can be given a topology, known as the point-open topology or topology of pointwise

convergence. This is defined by giving a subbasis, labeled by a pair consisting of a point

x ∈ X and an open set of Y , i.e. U ∈ TY . Then we define:

Bp.o.(x,U) := {f |f(x) ∈ U} (4.1)

Figure 13: The three functions f, g, h are in the same open neighborhood Bp.o.(x1, U1) ∩
Bp.o.(x2, U2) in the point-open topology on Map(R,R).
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This is a rather course or weak topology. The open sets are made by taking finite

intersections

Bp.o.(x1, U1) ∩ · · · ∩Bp.o.(xn, Un) (4.2)

Thus, two functions f, g are “close” in the sense that they are in the same open set if they

both map xj into Uj for j = 1, . . . , n. They could look very different in an intuitive sense

as shown in Figure 13.

In the point-open topology one can show 13 that a sequence of functions fn : X → Y

converges to f : X → Y iff for each x ∈ X, the image fn(x) converges to f(x). A clear

disadvantage of this topology now becomes apparent: A sequence of continuous functions

need not converge to a continuous function. For example consider Map([0, 1],R) and let

fn(x) = xn. For n→∞ this converges in the point-open topology to the function

f(x) =

{
0 0 ≤ x < 1

1 x = 1
(4.3)

which is not continuous.

There are two ways to try to cure this problem:

1. Put more structure on Y and use that to define a finer topology on Map(X,Y ).

2. Restrict to important subspaces of Map(X,Y ), such as the the space of continuous

functions C(X,Y ) and define a different topology there.

In field theory we often do both: We restrict to spaces of functions which are suitably

smooth, and we use extra structures, such as an action functional, to help define a topology

on the space of fields. See examples in Section **** below.

As an example of the first procedure we put the extra structure of a metric space on

Y . Thus, suppose that (Y, d) is a metric space. Then we can define the topology of compact

convergence on Map(X,Y ) by choosing a subbasis of open sets to be labeled by triples of

f ∈ Map(X,Y ), a compact set K ⊂ X, and ǫ > 0. Then we have

Bc.c(f,K, ǫ) := {g ∈Map(X,Y )|supx∈Kd(f(x), g(x)) < ǫ} (4.4)

Now we have more control: One can show 14 that in the topology of compact convergence a

sequence of functions fn : X → Y converges to f : X → Y iff for each compact set K ⊂ X
the functions fn restricted to K converge uniformly to f restricted to K. Written out in

terms of ǫ’s and δ’s this means: For all ǫ > 0 there exists N such that for all n > N and

for all x ∈ K
d(fn(x), f(x)) < ǫ (4.5)

The important point is that fn(x) and f(x) are close not just at a few points, but through-

out K.

13Munkres, Theorem 7.4.1
14Munkres, Theorem 7.4.2
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As an example of the second procedure we now restrict the subspace of Map(X,Y )

of continuous functions. We denote this as C(X,Y ). On this space we can define the

compact-open topology. The basic open sets of a subbasis are now labeled by a compact

set K ⊂ X and an open set U ⊂ Y . They are defined by

Bc.o.
K,U := {f ∈ C(X,Y ) : f(K) ⊂ U} (4.6)

Pleasantly enough, in the case when (Y, d) is a metric space C(X,Y ) is a closed subset of

Map(X,Y ) with the compact convergence topology, and the induced topology on C(X,Y )

coincides with the compact-open topology (and hence does not depend on the choice of d).
15

There are two crucial facts about the compact-open topology:

The first is

Theorem If X,Y,Z are topological spaces and Y is locally compact and Hausdorff then

the composition of maps defines a continuous function

C(X,Y )× C(Y,Z)→ C(X,Z) (4.7)

Idea of proof : Let C be the composition map. The idea of the proof is to show that

for every compact set K ∈ TX and open set U ∈ TZ the inverse image C−1(Bc.o.(K,U))

is open. It suffices to show for for every (f, g) so that g ◦ f ∈ Bc.o.(K,U) we can find

a neighborhood Bc.o.(K,V ) × Bc.o.(V̄ , U) of (f, g) in the inverse image C−1(Bc.o.(K,U)),

where V is open in Y and Ȳ is compact in Y . Then we can take the union of such open

neighborhoods around all points (f, g) in the inverse image and cover C−1(Bc.o.(K,U)) by

a union of open sets, hence it will be open. Now, how do we find such a neighborhood

V in Y ? Observe that f(K) ⊂ Y is compact, since f is continuous. Because Y is locally

compact, around any point y ∈ f(K) there is a compact set Cy containing a neighborhood

Wy of y. But then g−1(U) ∩Wy is also a neighborhood of y and its closure maps into U .

The Wy provide a covering or f(K) and hence there is a finite covering. Choosing one let

Vi be the open sets. By construction g(V̄i) ⊂ U and then we can take V = ∪Vi. ♠

Remarks:

1. If we take X = pt then C(X,Y ) is homeomorphic to Y and C(X,Z) is homeomorphic

to Z. Then the map

Y × C(Y,Z)→ Z (4.8)

which sends (y, f) 7→ f(y) is known as the evaluation map. So a corollary is that the

evaluation map is continuous in the compact-open topology.

2. Do not confuse the fairly trivial statement that the composition of continuous func-

tions is a continuous function with the more nontrivial statement that the composition

map (4.7) is a continuous map of function spaces. The first, trivial, statement merely

guarantees that composition maps into the subspace C(X,Z) of Map(X,Z).

15Munkres, Theorem 7.5.1
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The second crucial fact about the compact-open topology is the following: Suppose

that X,Y,Z are any three sets. Given a function F : X × Y → Z we can always define

an associated function F : X → Map(Y,Z) by declaring F(x) to be that function which

sends y to F (x, y). Conversely, given a function F : X → Map(Y,Z) we can construct an

associated function F : X × Y → Z .

If X,Y,Z are topological spaces, with Y locally compact and Hausdorff, then a

function F : X × Y → Z is continuous iff the associated function F : X → C(Y,Z)
is continuous.

One direction is quite easy: If F is continuous then we recover F as the composite

of (x, y) → (F(x), y) → F(x)(y), where the second arrow is the evalution map. This is a

composition of continuous maps and is therefore continuous. The converse takes a little

more work. See Munkres, Corollary 7.5.4.

Remarks:

1. In the point-open topology it is not true that F : X × Y → Z is continuous iff

F : X → Map(Y,Z) is continuous. We can demonstrate this with our counterexample

(4.3) above. The function G : Ẑ → Map([0, 1],R) defined by taking F(n) = xn for

1 ≤ n < ∞ and F(∞) to be the function in (4.3) is a continuous function in the

point-open topology. ON the other hand, the corresponding function F : ×̂[0, 1]→ R

given by

F (n, x) =





xn 1 ≤ n <∞
0 n =∞ &x < 1

1 n =∞ &x = 1

(4.9)

is not a continuous function, since its restriction to {∞} × [0, 1] is not continuous.

2. The compact-open topology is well-suited to discussing homotopy: A continuous path

of functions in the compact-open topology is one way of defining a homotopy. To be

a bit more precise: A continuous path

℘ : [0, 1]→ C(X,Y ) (4.10)

which begins at a function f0 := ℘(0) and ends at f1 := ℘(1) is the same thing as a

continuous map F : [0, 1] × X → Y such that F (0, x) = f0(x) and F (1, x) = f1(x).

That is the definition of homotopy discussed below.

3. One consequence of this, which is one of the primary sources of the applications of

topology to field theory is the following: With the compact-open topology the set of

homotopy classes of maps in C(X,Y ), sometimes denoted [X,Y ], is the same as the

set of disconnected components of the topological space C(X,Y ) in the compact-open

topology:

[X,Y ] = π0(C(X,Y )) (4.11)
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4. Suppose Y is itself path-connected. Then there is a distinguished component of

C(X,Y ) containing any map taking all of X to a point.

Definition: A map homotopic to a constant map is called null homotopic

Exercise

(a.) If (Y, d) is a metric space, show that the topology of compact convergence is finer

than the topology of pointwise convergence.

(b.) Show that the compact-open topology is finer than the point-open topology.

5. Constructing topological spaces using gluing

A very common construction in physics involves making a quotient space by some kind of

identification. Very generally we have an equivalence relation on a space X and we define

X̃ to be the set of equivalence classes.

If X is a topological space then there is a natural way of making X̃ = X/ ∼ a

topological space. We let π : X → X̃ be the projection. This takes x to its equivalence

class [x] ∈ X̃ . We declare a set U ⊂ X̃ to be open iff π−1(V ) ⊂ X is open. This defines

what is known as the quotient topology. The quotient topology is the coarsest topology on

X̃ so that the projection map π is continuous.

Examples

1. The space RP2 is defined as S2/ ∼ where the equivalence relation identifies antipodal

points of the sphere. If we try to represent each equivalence class by a single point

then we can certainly throw away all the points in any open hemisphere. This makes

it clear that the space can be identified as the space D2/ ∼ whereD2 is the closed disk

and now the equivalence relation identifies antipodal points (only on the boundary).

2. Real projective space: RPn is the space obtained from the sphere Sn by the equivalence

relation x ∼ −x identifying antipodal points.

3. Real projective space: RPn is also the space of lines through the origin in Rn+1.

We can identify this as Rn+1 − {0} with the identification ~x ∼ λ~x for λ ∈ R∗. In

particular, the space RP2 is often called the projective plane. 16

4. Complex projective space: The complex analog of the previous example is CPn, de-

fined as the space of points in Cn+1 − {0} with the identification ~z ∼ λ~z for λ ∈ C∗.
A similar construction gives quaternionic projective space HPn.

16The equivalence classes [x1 : x2 : x3] can be put in the unique form [x1 : x2 : 1] when x3 6= 0. These

form a copy of R2, hence, the “plane.” However, the equivalence class [x1 : x2 : 0] constitutes another

“point at infinity.” Hence the name “projective plane.”
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5. The “space of rays” in a Hilbert space are all the quantum states related to ψ ∈ H
by ψ ∼ zψ for z 6= 0. Much more on that in Chapter **** For finite-dimensional

Hilbert spaces this is again complex projective space.

6. The gauge invariant configurations in Yang-Mills theory is the quotient space of the

space of all connections with the equivalence relation of gauge transform.

7. All of the above examples are quotients by group actions, something we will study in

more detail in Section §7 below. For an example of an equivalence relation which is

not a group quotient consider the unit n-dimensional ball in Rn:

Dn := {~x ∈ Rn|~x · ~x ≤ 1} (5.1)

The interior of Dn is the set of points with ~x · ~x < 1. We can quotient Dn/ ∼ where

the equivalence classes have just one element in the interior and we identify all of the

points on the bounding sphere Sn−1 to a single point. The quotient space with the

quotient topology is homeomorphic to Sn.

A common way in which the quotient topology is used is if we are given a continuous

map f : X → Y and a closed subspace A ⊂ X. Then we form the glued space X ∪f Y by

identifying a ∈ A with f(a) ∈ Y for all a ∈ A. (The equivalence class is a singleton for all

other points in X ∐ Y .)

Figure 14: The one point union of two circles. The black point is the common identified point.

Examples

1. One-point union. If (X,x0) and (Y, y0) are pointed spaces - that is, spaces with a

distinguished basepoint - then X ∨Y is the pointed space by quotienting the disjoint

union X ∐ Y with the equivalence relation x0 ∼ y0. (More formally, the equivalence

class of points x 6= x0 and y 6= y0 have a single element and in addition there is one

other equivalence class {x0, y0}.) Thus, for example, a figure 8 is a one-point union

of two circles as in Figure 14. Here we take the closed subspace A of X ∐ Y to be

A = {x0, y0}, and f : A→ {p0} maps A to a single point.
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Identify

Figure 15: Identifying the endpoints A1 and A2 of the closed interval to a single point A we

obtain the circle. The quotient topology is the standard topology of the circle. The inverse image

of the interval between P1 and P2 on the circle is the union of open sets [A1, P1) and (P2, A2] in

the interval [A1, A2]. Explain why the inverse image of the interval [A,P1) on the circle is not an

open subset of the interval [A1, A2].

2. Similarly, for the case of the disk Dn discussed above, A = ∂Dn = Sn−1 and we take

f : A→ {p0} to map A to a single point, giving a space homeomorphic to Sn.

3. We can make a circle by identifying opposite ends of an interval as in Figure 15.

We can similarly make an n-dimensional torus by identifying “opposite” sides of the

n-dimensional cube [0, 1]n for any n ≥ 1. See Figure 62 for the case n = 2.

6. Manifolds

Manifolds are topological spaces with some extra mathematical structure which makes

them “everywhere locally like Rn,” for some n. The heuristic idea is that, just as the earth

appears locally flat, we understand that globally, the shape of the earth is more interesting.

In general topological spaces can have very weird and unintuitive properties. These can be

fun mathematically, but they are generally irrelevant in physical contexts, and thus, most

of the topological spaces which are used in physics are manifolds. Moreover, the extra

structure allows one to do calculus, which of course is essential to defining the differential

equations, flows etc. that are fundamental to physics.

A few examples of the appearance of manifolds in physics are:

1. Space and spacetime are manifolds. The extra differentiable structure allows us to

define fields and differential operators and equations on these fields. Moreover, global

properties of the manifolds can be important both in quantum field theory and in

general relativity. The very concept of general covariance is deeply entwined with

the idea of manifolds. 17

17Successful tests of Lorentz invariance can be viewed as evidence that spacetime should be described as a

pseudo-Riemannian manifold. The metric provides a length scale. Roughly speaking, experiments at energy

scale E probe length scales of order hc/E. Numerically, we have approximately hc ∼= 1.2eV · µm. High
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2. Phase spaces in Hamiltonian mechanics are manifolds with extra structure known as

symplectic or Poisson structure. Classical dynamics is formulated in terms of flows

determined by Hamiltonian vector fields. One approach to quantization stresses

symplectic manifolds and becomes quite interesting and nontrivial for symplectic

manifolds which are not R2n with the standard Darboux symplectic form ω = dpidq
i.

3. Spaces of particles are manifolds. Spaces of embeddings of worldlines of particles

into spacetime, or of worldvolumes of branes into spacetime are interesting infinite-

dimensional manifolds.

4. Spaces of solutions to differential equations are often manifolds. (Sometimes with

singularities.) For example, moduli spaces of solutions to the Yang-Mills equations

or to the holomorphic map equation are interesting manifolds.

5. Sometimes vacua in quantum field theory are not isolated but come with “moduli”

these “moduli spaces of vacua” are often interesting manifolds.

6. Continuous symmetry groups are often Lie groups. By definition, Lie groups are

manifolds where the group structure and the manifold structure are compatible. This

extra structure leads to a very rich mathematical theory with a large number of

applications to physics.

6.1 Basic Definitions

Here is the formal definition of a manifold:

R  2 φ

U
M

p

φ(U)

Figure 16: A coordinate patch on a manifold.

Definition : A (Ck differentiable) manifold M of dimension n is a topological space such

that

1. There exists an open covering {Uα}α∈I of M , where I is an index set, together with

homeomorphisms φα : Uα → Rn.

energy collisions at the LHC provide tests down to a length scale of around hc
E

∼ 10−18m for E = 1TeV .

The (probable) observation of the GZK cutoff on the spectrum of ultra-high-energy cosmic rays can be

viewed as a test of special relativity to length scales hc
E

∼ 10−26m. Many people suspect that at length

scales given by the Planck length, ℓP :=
(

~G/c3
)1/2 ∼= 1.6 × 10−35m the notion of a manifold structure of

spacetime will have to be replaced by something else.
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R  2
φ φR  2

φ2 φ

M

U_1 U_2

\phi_1(U_1\cap U_2)

\phi_1(U_1)

Figure 17: Transition functions between two coordinate patches. The map φ2φ
−1
1 must be in-

finitely differentiable. FIX FIGURE!!

2. When Uα ∩ Uβ 6= ∅ then the map

φαβ := φα ◦ φ−1
β : φβ(Uα ∩ Uβ)→ φα(Uα ∩ Uβ) (6.1)

is a Ck map 18 from φβ(Uα ∩ Uβ) ⊂ Rn to φβ(Uα ∩ Uβ) ⊂ Rn. See Figure 17.

We call the pair (Uα, φα) a coordinate patch or coordinate chart. See Figure 16. A

collection of {(Uα, φα)}α∈I is called a coordinate atlas. In the case k = 0, the transition

functions are continuous functions. A C0-manifold is also known as a topological manifold.

A C∞-manifold is also known as a smooth manifold. If k > 0 then associated with patch

overlaps is a matrix of derivatives:

J [φβ ;φα] ≡
∂φiβα(x)

∂xj

It is an n× n invertible matrix function of x defined on φ1(U1 ∩ U2).

Figure 18: A coordinate patch of a manifold with boundary.

Definition : A manifold with boundary has local neighborhoods which look like Rn in the

interior, and like the half space

Hn = {(x1, . . . , xn) : xn ≥ 0} ⊂ Rn

on the boundary. See Figure 18.

18A Ck is one for which the first k derivatives are continuous.
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M1

M2

f

φ1 φ2

Figure 19: A Ck differentiable map between two manifolds. In all patches φ2fφ
−1
1 must be

differentiable.

Definition : Let M1,M2 be Ck-manifolds with k > 0. Suppose dimMi = ni.

a.) A map, or morphism, f : M1 → M2 between two Ck- manifolds is called Ck
differentiable if ψρ ◦ f ◦ φ−1

α is a Ck differentiable map from an open set of Rn1 to an open

set of Rn2 for all coordinate atlases {Uα, φα} of M1 and {Vρ, ψρ} of M2.

b.) In particular, a function f : M1 → R is differentiable at p if there is a coordinate

charge containing p so that f ◦ φ−1 : Rn → R is Ck-differentiable.
c.) A map f :M1 →M2 is a diffeomorphism if f is an infinitely differentiable homeo-

morphism with an infinitely differentiable inverse.

d.) The set of automorphisms of a smooth manifold M is a group known as the

diffeomorphism group of M , and denoted Diff(M).

Figure 20: Some topological spaces which are not manifolds.

Remarks.

1. Some examples of topological spaces which are not manifolds are shown in Figure 20.

See also Figure 108 below.

2. There are many variations on the above definitions. For example one can define

manifolds with corners. The coordinate charts are now modelled on Rn or on

Rnk = Rk+ × Rn−k (6.2)
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where R+ = [0,∞) where some charts have k > 1. If all k ≤ 1 we have a manifold

with boundary. Thus, for example we distinguish R2
+ from R+ ×R. The first can be

identified with a standard quadrant in the plane and the second with a half-plane. If

we think of the plane as the complex plane then the two are homeomorphic by the

transformation z 7→ z2. However, the inverse is not differentiable at z = 0. Thus,

the distinction between manifolds with corners starts to make sense at the level of

diffeomorphism class. For more detail see. 19

3. Fussbudgets will find reasons to criticize our definition. On should say that M is

a paracompact Hausdorff space. (Some authors do not require M to be Hausdorff.)

Moreover, one should define a maximal atlas as one that is not a proper subset of any

other atlas, and, strictly speaking a manifold is a paracompact 20 Hausdorff space

equipped with a maximal atlas. Typical examples in physics will be paracompact

and niceties of choosing a maximal atlas can, in general, be safely ignored. 21

4. There is an algebraic approach to manifolds. Note that Ck(M), the vector space of

all real-valued k-fold differentiable functions on M is in fact an algebra: 22 The basic

operations are

a.) Scalar multiplication: (α · f)(p) := αf(p).

b.) Vector addition: (f + g)(p) := f(p) + g(p).

c.) Algebra multiplication: (f · g)(p) := f(p)g(p).

One instantly checks the axioms. In fact, as a topological space, (i.e. the homeo-

morphism class), M is completely determined by the algebra C0(M). (This is known

as Gelfand’s theorem.) This algebraic viewpoint is useful for various generalizations

of the notion of a manifold, both in algebraic geometry and in noncommutative ge-

ometry. We will find it a useful viewpoint when defining the tangent and cotangent

spaces below.

5. It is very important to understand the covariance and contravariance properties of

structures associated with manifolds. For the most elementary example suppose

f : M1 → M2 is a Ck morphism of Ck manifolds. Then the pull back by f maps

functions on M2 to functions on M1 by

f∗ : Ck(M2)→ Ck(M1)

F 7→ f∗(F ) := F ◦ f
(6.3)

Note this is a morphism of algebras:

19Ref: D. Joyce, “On manifolds with corners,” http://arxiv.org/pdf/0910.3518v2.pdf
20A cover is locally finite if every point p has a neighborhood U with U ∩ Uα 6= ∅ for only finitely many

α. A refinement of a cover {Uα} is a cover {Vα} so that Vα ⊂ Uα. A topological space is paracompact if

every open cover has a locally finite refinement. The importance of this notion is that it is used to define

partitions of unity.
21For example, a search on google with [site:arxiv.org manifold] retrieves about 181,000 results while a

search with [site:arxiv.org ”maximal atlas”] retrieves 277 results.
22See Chapter *** for a systematic discussion of algebras.
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a.) f∗(αF ) = αf∗(F )

b.) f∗(F +G) = f∗(F ) + f∗(G)

c.) f∗(FG) = f∗(F )f∗(G)

6. It is also possible, and important, to define infinite-dimensional manifolds. The local

coordinate charts must have extra structure to have a good theory, thus they will

be Banach spaces, or Hilbert spaces, for examples. If M,N are manifolds then we

can consider the space of maps Map(M,N) to be a manifold provided we suitably

restrict the set of functions. If M,N are both of positive dimension then Map(M,N)

is infinite-dimensional. In field theory, spaces of field configurations are typically

infinite-dimensional manifolds.

Exercise

Show that

φαβ ◦ φβα = Id (6.4)

φαβ ◦ φβγ ◦ φγα = Id (6.5)

where Id is the identity map, and describe carefully the domains on which these equations

make sense.

Exercise

If M1,M2 are manifolds then M1 ×M2 is a manifold.

Exercise Connected Sum

The following operation on two manifolds M1,M2 of the same dimension is called the

connected sum. Choose points pi ∈Mi and remove a small ball Bi from around each point.

Now Mi −Bi is a manifold with boundary given by the sphere ∂Bi. Glue the two spheres

together to produce a new manifold M1#M2.

a.) What is the dimension of M1#M2?

b.) If M1 is of dimension n show that M1#S
n ∼=M1.

c.) Show that a connected sum of a torus and RP 2 is equivalent to a connected sum

of three copies of RP 2.

Remark: A beautiful and nontrivial theorem says that under connected sum all orientable

3-manifolds have a unique “prime decomposition.” Reference: J. Milnor, A unique decom-

position theorem for 3-manifolds, American Journal of Mathematics 84 (1962), 17.
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6.2 Examples

N

S

Figure 21: Stereographic projection.

Figure 22: Illustrating coordinates and charts for RP1. The patch U1 consists of all the green

lines through the origin of R2 except for the (unoriented!) line Y 1 = 0. The affine hyperplanes

H1 and H2 defined by Y 1 = 1 and Y 2 = 1, respectively, are illustrated. The homeomorphism φ1
from U1 to H1 is determined by the intersection point (1, y2(1)), and similarly for φ2. Note well that

y2(1)y
1
(2) = 1.

1. One-dimensional manifolds. Up to diffeomorphism there are exactly two connected

one-dimensional manifolds without boundary. These are R itself and S1. R is dif-

feomorphic to (a, b) for any pair of real numbers a < b. For example the map

diffeomorphism

x→ 1

1 + e−x

provides a diffeomorphism R ∼= (0, 1). Of course, since R has infinitely many self-

diffeomorphisms there are infinitely many such diffeomorphisms. If there is one

boundary then the one-dimensional manifold is diffeomorphic to [0,∞), which is

in turn diffeomorphic to [a, b) for any pair of real numbers a < b. If there are two

boundaries then M is the compact 1-manifold [0, 1]. It is diffeomorphic to [a, b] for

any pair of real numbers a < b. By taking disjoint unions with these connected

manifolds one can make the general one-manifold.
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2. Spheres. Some manifolds are defined as subspaces of Euclidean space satisfying cer-

tain equations. A good example are the spheres Sn ⊂ Rn+1 defined as the solution

set of f(~x) = ~x2−1 = 0. The sphere is not homeomorphic to Rn so any description as

a manifold requires at least two coordinate patches. In fact, two patches will suffice.

One very natural choice is provided by stereographic projection as in Figure 21.

Coordinate patches:

U− = Sn − {℘N = (~0, 1)}
U+ = Sn − {℘S = (~0,−1)}
Local homeomorphisms: φ± are just given by stereographic projection

φ−(~x) =
~x

1− xn+1
= ~yS

φ+(~x) =
~x

1 + xn+1
= ~yN

Overlap: Note that φ±(U− ∩ U+) = Rn − {0}. To compute transition functions note

that:

~y2S =
1

~y2N
=

1 + xn+1

1− xn+1
(6.6)

so the transition functions are

~yS =
1 + xn+1

1− xn+1
~yN =

~yN
~y2N

(6.7)

Or, equivalently,

~yN =
1− xn+1

1 + xn+1
~yS =

~yS
~y2S

(6.8)

3. Real and complex projective space. Another way to define manifolds is via a quotient

construction using an equivalence relation. We defined above the topological spaces

FPn for F = R,C (and it also works for F = H if we are careful about which side we

use to multiply by “scalars” in H. ). These were defined above as topological spaces

by putting an equivalence relation on Fn+1−{0} with an equivalence class given by

[~x] = {λ~x ∈ Fn+1|λ ∈ F∗} (6.9)

Note that such an equivalence class uniquely determines a one-dimensional subspace

in Fn+1:

ℓ~x = {λ~x ∈ Fn+1|λ ∈ F} (6.10)

(A one-dimensional subspace of a vector space is often called a line.) The only

difference between (6.9) and (6.10) is that in the latter we allow λ = 0, as is necessary

to have a linear subspace. Conversely, any one-dimensional subspace of Fn+1 is of

the form (6.10) and this uniquely determines the class (6.9). Thus, we can view FPn
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as the moduli space of of lines in Fn+1. Another, very useful way of denoting the

equivalence class is the notation

[X1 : X2 : · · · : Xn+1] = [λX1 : λX2 : · · · : λXn+1] λ 6= 0 (6.11)

where ~X = (X1,X2, . . . ,Xn+1) ∈ Fn+1 − {0}. The Xi in (6.11) are called “homoge-

neous coordinates” although they are not really coordinates since there is no definite

value we can assign to Xi if we are just given a point in FPn. To get true coordinates

we need coordinate patches. For any 1 ≤ α ≤ n+ 1 define

Uα := {[X1 : X2 : · · · : Xn+1]|Xα 6= 0} (6.12)

We can “fix the gauge” on Uα, that is, fix the ambiguity in the values of the Xi

by rescaling by λ by choosing the representative in the equivalence class [Y 1 : Y 2 :

· · · : Y n+1] with Y α = 1. For this unique representative ~Y ∈ Hα ⊂ Fn+1 where Hα

is the affine hyperplane defined by the equation Y α = 1. Clearly, we could choose

coordinates on Hα using vectors in Fn. Therefore the map

φ−1
α : Hα → Uα

φ−1
α : ~Y 7→ [Y 1 : · · · : Y n+1]

(6.13)

provides a local homeomorphism of Fn with Uα. Thus, the collection {(Uα, φα)}1≤α≤n+1

forms a coordinate atlas for FPn.

Example 1: The coordinate system for RP1 is illustrated in Figure 22.

Example 2: Choose n = 2 then

ϕ−1
1 : (1, Y 2, Y 3) 7→ [1 : Y 2 : Y 3]

ϕ−1
2 : (Y 1, 1, Y 3) 7→ [Y 1 : 1 : Y 3]

ϕ−1
3 : (Y 1, Y 2, 1) 7→ [Y 1 : Y 1 : 1]

(6.14)

Now let us compute the transition functions. Note that φβ(Uα ∩Uβ) is the subspace

of Hβ of vectors with Y α 6= 0. Now, for α 6= β to compute φα ◦φ−1
β (~Y ) we note that

φ−1
β (~Y ) = [Y 1 : · · · : Y n+1] (6.15)

and ~Y ∈ φβ(Uα ∩ Uβ) means that we have both Y β = 1 and Y α 6= 0. In order to

compute the image under Y α we must choose the representative of the equivalence

class with Ỹ α = 1 and hence we should apply (6.11) with λ = 1/Y α:

φ−1
β (~Y ) = [Y 1/Y α : · · · : Y n+1/Y α] (6.16)

Therefore

φα ◦ φ−1
β : Hβ − {Y α 6= 0} → Hα − {Y β 6= 0} (6.17)

is simply given by

φα ◦ φ−1
β (~Y ) =

1

Y α
~Y (6.18)
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This is clearly differentiable. Moreover, for F = C the transition maps are holomorphic.

This leads to the important concept of a complex manifold. These are manifolds

where the coordinate patches can be identified with Cn and the transition functions

are determined by n holomorphic functions of n complex variables.

4. Grassmannians. Grassmannians generalize the projective spaces. The projective

spaces are the spaces of all lines in a vector space. The Grassmannian Grk(F
n) is

the space of all k-dimensional subspaces of Fn. We defer a detailed discussion of this

manifold until later.

Exercise

Any complex manifold is a fortiori also a real manifold.

a.) What is the dimension of a complex manifold of dimension n as a real manifold?

b.) Show that, regarded as a real manifold CP1 is diffeomeorphic to S2. 23

Exercise Moduli space of hyperplanes

Consider the set of all n-dimensional linear subspaces of the vector space Fn+1, where

F = R,C. (Two separate cases.)

a.) Show that these manifolds are diffeomorphic to certain manifolds discussed in the notes.

b.) What is the dimension of these manifolds? (Caution: Trick question.)

Exercise

Is CPn compact? Is Grk(C
n) compact?

Exercise

23Answer : For CP1 we have φ1 : [X1 : X2] → (1, Y 2
(1)) on the patch U1 with X1 6= 0 and similarly

φ2 : [X1 : X2] → (Y 1
(2), 1) on the patch U2 with X2 6= 0. So we can write φ1 ◦ φ−1

2 : (z, 1) 7→ (1, 1/z)

where z 6= 0. In other words we have two patches with coordinates z± ∈ C and on the overlap C∗ we

have z+ = 1/z−. Relate this to the two-dimensional sphere via stereographic projection (with complex

conjugation on one patch):

z+ =
x1 + ix2

1− x3
z− =

x1 − ix2

1 + x3
(6.19)
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One way of defining a coordinate patch around any line ℓ ⊂ Fn+1 is the following.

Choose the standard inner product on Fn+1, and denote the inner product of v,w by

(v,w). (For F = C it is antilinear on the first variable.) If ℓ is a line then there is a

uniquely determined orthogonal subspace ℓ⊥ ⊂ Fn+1. Let T ∈ Hom(ℓ, ℓ⊥) be any F-linear

transformation. Then T determines a line given by the graph of T :

Lℓ,T := {v + T (v)|v ∈ ℓ} ⊂ Fn+1 (6.20)

Then the canonical coordinate patch around ℓ is

Uℓ = {Lℓ,T |T ∈ Hom(ℓ, ℓ⊥)} (6.21)

a.) Show that Hom(ℓ, ℓ⊥) ∼= Fn and describe the coordinate functions.

b.) For two distinct lines ℓ1, ℓ2 let P2 denote the orthogonal projection operator to ℓ2.

Show that Lℓ1,T1 = Lℓ2,T2 iff for all v ∈ ℓ1,
T2 ◦ P2(v + T1(v)) = (1 − P2)(v + T1(v)) (6.22)

and this completely determines T2 in terms of ℓ1, ℓ2, T1. Using this compute the transition

functions.

6.3 Tangent and cotangent space

In order to do calculus on manifolds we need the notion of tangent and cotangent vectors.

One of the key properties of manifolds, as opposed to general topological spaces is that at

every point p of a manifold M there is are two canonically associated vector spaces called

the tangent space TpM and the cotangent space T ∗
pM . Moreover, these vector spaces are

canonically dual vector spaces.

The tangent space TpM generalizes our intuitive notion of tangent vectors to a curve

in the plane, or to a surface in three-dimensional space.

Locally, near p, the manifold M “looks like” Rn. Now Rn has the extra mathematical

structure of a vector space, so we might simply try to associate a tangent vector to a vector

~v ∈ Rn. The problem is that the linear structure on Rn is not preserved under change of

coordinates. Closely related to this is that the gluing functions φαβ are in general not affine

linear transformations.

6.3.1 Definition of TpM using directional derivatives

To introduce the general idea suppose (a, b) ⊂ R is an open interval containing 0 and

λ : (a, b) → Rn is a differentiable curve passing through λ(0) = p. The curve is described

by an n-tuple of functions

λ(t) = (λ1(t), . . . λn(t)) (6.23)

and the tangent vector at p is simply:

~v(p) =

n∑

i=1

vi(p)~ei := vi(p)~ei

vi(p) :=
dλi

dt
|t=0

(6.24)
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Figure 23:

where we use the summation convention in the first line. See Figure 23.

Now suppose that p ∈ U ⊂ M and λ : (a, b) → M is a differentiable path in M

with λ(0) = p. If we choose coordinates φ : U → Rn with coordinate functions φ(q) =

(x1(q), . . . , xn(q)), q ∈ U , and then φ ◦ λ is a path in Rn with

λi(t) := xi(λ(t)). (6.25)

Again we can associate a vector ~v(p) as above.

The problem with this is that if we use some other coordinate system φ̃ then if φ̃ ◦φ−1

is described by the general differentiable change of coordinates

yi = yi(x1, . . . , xn) (6.26)

we get a new vector with coefficients

ṽi(p) =
dλ̃i

dt
|t=0=

∂yi

∂xj
|pvj(p) (6.27)

where λ̃i = yi(λ1(t), . . . λn(t)). One could define tangent vectors as n-tuples that transform

under coordinate transformations in this way, but there is a better, more invariant way to

proceed.

To motivate it, return to our path λ : (a, b) → Rn through p. Associated to λ is a

directional derivative at p. Suppose f is a C1 function “defined near p.” This means that

f ∈ C1(U) where U is some open neighborhood of p in Rn. Then the directional derivative

of f through λ at p is defined to be:

d

dt
|t=0f(λ(t)) (6.28)

Now (6.28) assigns to any function a real number. Moreover the map 24

λ∗
( d
dt

)
: C1(U)→ R

λ∗
( d
dt

)
: f 7→ d

dt
|t=0f(λ(t))

(6.29)

defines a linear functional on the vector space C1(U).

Remarks:
24The reason for the strange notation is given in section **** below.
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1. From the explicit expression (6.28) it clearly encodes the information in the tradi-

tional vector field (6.24). Indeed, we could let f = xi to obtain the individual vi(p).

2. The linear operator depends very weakly on U . The linear operator depends only on

the “local” behavior of f . Two real-analytic functions have the same derivatives at p

will certainly have the same value. So, we can refine our operator to a linear operator

C1(p)→ R (6.30)

where C1(p) is the vector space of functions which are differentiable at p - i.e. in

some neighborhood of p.

3. The operator λ∗
(
d
dt

)
also depends very weakly on the choice of the path λ(t). There

are infinitely many paths through p but if two paths have the same values of dλ
i(t)
dt |t=0

then they define the same directional derivative. This puts an equivalence relation

on the space of differentiable paths in Rn through p.

4. Note that the family of linear operators λ∗
(
d
dt

)
is in fact itself a vector space. The

equivalence class of any operator λ∗
(
d
dt

)
has a unique representative curve of the

form

λi(t) = xi0 + tvi (6.31)

for ~v ∈ Rn. The usual vector space structure on vi defines one on the space of

directional derivatives.

The important aspect of this point of view is that it immediately generalizes to an

arbitrary differentiable manifold: Note that without choosing a coordinate system, given a

path λ, the linear functional

f 7→ d

dt
|t=0f(λ(t)) (6.32)

makes sense. If we choose a coordinate system φ we can describe the linear functional in

terms of paths in Rn as above. If we have two different coordinate systems the two linear

spaces are related by the linear transformation (6.27).

Definition 1 Let M be a differentiable manifold and p ∈ M . The tangent space to M at

p is the vector space of linear operators

C1(p)→ R (6.33)

defined by:

TpM =

{
λ∗
( d
dt

)
: | λ differentiable curve with λ(0) = p

}
(6.34)

To spell out the isomorphism TpM ∼= Rn provided by a coordinate system, choose local

coordinates xi and fix an index i0. Consider the curve defined by

λii0(t) = xi0 + tδii0x
i0 . (6.35)
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Then the corresponding directional derivative is

(λi0)∗

(
d

dt

)
(f) =

∂f ◦ φ−1

∂xi0
|p (6.36)

We call this operator ∂
∂xi0
|p. Clearly

(λ)∗

(
d

dt

)
= vi(p)

∂

∂xi
|p (6.37)

Thus, these vectors span TpM . They are also linearly independent since they have different

values on the functions xi, and hence form a basis for the vector space TpM . Such a basis,

determined by a coordinate chart, is known as a coordinate basis.

Figure 24: From commons.wikipedia.org. Need to change notation.

Example 1: Suppose M ⊂ Rn is a subset defined by f(~x) = 0 and suppose ~x0 ∈ M

has ∇f(~x0) 6= 0. Such a point is called a regular point. We will see below that this is

the condition for f to define a manifold in the neighborhood of ~x0. By differentiating the

equation f(λ(t)) = 0 for a path λ on M one easily sees that the tangent space T~x0M can

be directly identified with the linear space:

T~x0M
∼=
{
~w ∈ Rn | ~w · ~∇f(~x0) = 0

}
⊂ Rn (6.38)

So our notion of a tangent space is in accord with what one would intuitively call a tangent

space. See Figure 24. Note particularly that

1. There exists a vector space E⊥
~x0

such that there is an orthogonal decomposition:

T~x0M ⊕ E⊥
~x0

= Rn (6.39)

Indeed we can take E⊥
~x0

to be the linear span of the vector ~∇f(~x0) in Rn.

2. Therefore, the tangent space can be defined as the image of an orthogonal projection

operator. When we vary the point ~x0 ∈ M we get a (continuous, or differentiable)

family of orthogonal projection operators.
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These properties are actually quite generally true for manifolds, as one can prove rather

easily using a partition of unity.

Example 2: Tangent space to projective space. Suppose ℓt is a path in FPn passing through

some line ℓ0. We may describe it in homogeneous coordinates [X1(t) : · · · : Xn+1(t)]. By

making a linear change of the homogeneous variables we may suppose that X1(0) 6= 0 while

Xi(0) = 0 for i > 1. Then X1(t) 6= 0 for t near zero, so we can describe the curve as

[1 : Y 2(t) : · · · : Y n+1(t)] (6.40)

and the coordinates under φ1 are just (1, Y 2(t), . . . , Y n+1(t)) ∈ H1 ⊂ Fn+1. The derivative

gives the vector (0, Ẏ 2, . . . , Ẏ n+1) where Ẏ i := dY i(t)
dt |0. Note that if we give Fn+1 its

standard inner product then this is an orthogonal vector to the vector (1, 0, . . . , 0). We can

therefore associate to this tangent vector an element of Hom(ℓ, ℓ⊥). It can be shown that

this association is independent of all choices and is suitably invariant under the action of

GL(n + 1,F) on FPn. Therefore, the invariant description of the tangent space at

ℓ ∈ FPn is that it is the vector space

TℓFP
n = Hom(ℓ, ℓ⊥) (6.41)

Example 3: Tangent space to field space . In the nonlinear sigma model we consider a

theory of fields Ψ : S →M from some space, or spacetime manfiold S to a target manifold

M . This target space can be simply a finite-dimensional vector space of dimension N , in

which case we are simply studying a theory of N scalar fields. The space of fields is then

Map(S,M) where, in a rigorous treatment we would need to put some conditions on the

fields. 25 Let us simply take the differentiable fields. Let us compute the tangent space at

some field configuration Ψ0 ∈ Map(S,M). Let Ψt be a family of field configurations passing

through Ψ0 at time t = 0. We assume that t 7→ Ψt is differentiable at t = 0 once one puts

a suitable differentiable structure on the infinite-dimensional manifold Map(S,M). Then

use:

Map(R,Map(S,M)) ∼= Map(R× S,M) ∼= Map(S,Map(R,M)) (6.42)

Now an element of Map(R,M) is just a path in M . Thus, if σ ∈ S is a point in the domain

spacetime we can fix σ and consider the path λ(t;σ) := Ψt(σ) as a path in M . This has a

tangent vector

Φ(σ) := λ(·;σ)∗
(
d

dt

)
|t=0 ∈ TΨ0(σ)M (6.43)

If all goes smoothly then Φ is a smooth map from S to tangent vectors on M taking σ into

a tangent vector in the vector space TΨ0(σ)M . Thus Φ is another kind of field. The space

of such fields Φ is called the space of sections of the pullback of the tangent bundle, and so

the tangent space is

TΨ0Map(S,M) ∼= Γ(Ψ∗
0(TM)) (6.44)

25We are being deliberately vague here since a careful treatment would entail many details. Roughly

speaking we want fields such that actions and energies are well-defined.
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See the chapter **** below on the theory of bundles for explanation of the notation.

Exercise

Suppose
{
xi
}
,
{
yi
}
are two coordinate systems in a neighborhood p ∈M . Show that

the coordinate bases for TpM are related by

∂

∂xi
=
∂yj

∂xi
∂

∂yj
(6.45)

6.3.2 Definition of TpM in terms of derivations

Let C∞(U) denote the vector space of real differentiable functions on an open subset U of

M . This is an algebra. We now recall a bit of abstract algebra:

Definition Let A be an algebra over a field (or ring) κ andM a (left) module for A. A

derivation D of A is a linear map:

D : A→M (6.46)

satisfying the Leibniz rule. That is it satisfies the axioms:

Der1: D(αf + βg) = αDf + βDg ∀α, β ∈ k,∀f, g ∈ A.
Der2: D(fg) = fDg + gDf

We will be concerned with A the algebra of real differentiable functions on U or M .

Hence the field κ = R. We first take the module Mp defined by a point p. As a vector

space Mp
∼= R and f acts on Mp by multiplication by f(p). Then a derivation is just a

linear map

Vp : C∞(M ;R)→Mp
∼= R (6.47)

which satisfies the Leibniz rule:

Vp(fg) = f(p)Vp(g) + Vp(f)g(p) (6.48)

Using this concept we can give our second definition of the tangent space TpM :

Defintion 2 The tangent space TpM to M at p is the vector space of derivations at p.

Why is this equivalent to the previous definition? Suppose (U, xi) is a coordinate

chart. Certainly ∂
∂xi
|p define derivations on the algebra of differentiable functions in a

neighborhood of p. Moreover the functions xi on U generate C∞(U ;R). 26 So, if Vp is a

derivation we can define:

vi(p) := Vp(xi) (6.49)

26Actually, algebraically they generate the subspace of polynomial functions. We can complete that in

various ways, so this is enough.
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and then

Vp =
∑

i

vi(p)
∂

∂xi
|p (6.50)

We can now consider families of vectors for p in an open set U to define vector fields

on U . We now consider the moduleM = A to be the space of functions on U itself.

Defintion A real C∞ vector field on U is a derivation of the algebra A = C∞(U ;R) valued

in A. We denote the space of vector fields on U by Der(U).

Exercise The bracket of two vector fields

Let us compute the bracket. Suppose that in a local coordinate chart (U, xi) we have

two vector fields:

V1 =
∑

i

ai(x)
∂

∂xi

V2 =
∑

i

bi(x)
∂

∂xi

(6.51)

a.) Show that:

[V1,V2] =
∑

i,j

(
ai

∂

∂xi
bj − bi ∂

∂xi
aj
)

∂

∂xj
(6.52)

This is called the Lie bracket of the vector fields.

b.) Let Der(U) be the space of derivations of A = C∞(U) valued in A. Show that if

we regard Der(U) as a vector space over R then the bracket

[·, ·] : Der(U)×Der(U)→ Der(U) (6.53)

is bilinear and antisymmetric.

c.) Prove the Jacobi identity :

[V1, [V2,V3]] + [V2, [V3,V1]] + [V3, [V1,V2]] = 0 (6.54)

d.) Show that if we consider Der(U) as a module over A then [·, ·] is not bilinear.

Evaluate [f1V1, f2V2] where f1, f2 ∈ A.
Definition: A vector space satisfying (b) and (c) is called a Lie algebra.

The historical origin of Lie algebras is indeed associated with vector fields on manifolds.

Exercise Derivations form a Lie algebra

Show that if D1,D2 are derivations of any algebra A over k then [D1,D2] satisfies the

Leibniz rule:

[D1,D2](fg) = f [D1,D2](g) + [D1,D2](f)g (6.55)
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and hence Der(A) is a Lie algebra over κ.

Exercise

Consider the circle as the unit circle in the complex plane. Consider the basis of

analytic vector fields zn+1 d
dz , n ∈ Z. Compute the Lie brackets of these vector fields.

6.3.3 First definition of T ∗
pM

One way to define the cotangent space of M at p, denoted T ∗
pM , is as the the space of

linear functionals on TpM :

Definition 1 The cotangent space to M at p is the vector space:

T ∗
pM ≡ Hom(TpM,R) (6.56)

vectors in T ∗
pM are called 1-forms at p.

Given any function f ∈ C1(p) there is a tautological cotangent vector

df(p) ∈ T ∗
pM (6.57)

It is defined by:

〈df(p), V 〉 = df(p)(V ) = V (f) ∀ V ∈ TpM (6.58)

In particular, let us choose a coordinate system
{
xi
}
in a neighborhood U of p. The xi are

functions and therefore we have differentials dxi(p).

Theorem: T ∗
pM = SpanR

{
dxi(p)

}
.

Proof : ∂
∂xi
|p span TpM.

〈
dxi(p), ∂

∂xj
|p
〉
= δij so dx

i(p) is the dual basis. ♠

6.3.4 Algebraic definition of T ∗
pM

Instead of regarding TpM as fundamental and T ∗
pM as a derived concept we could have

worked the other way around, as follows.

Let mp be the subspace of C∞(M ;R) of functions which vanish at p. It is clearly a

vector subspace, but it is more, it is what is called amaximal ideal. It is an ideal because, for

any function f ∈ mp and any g ∈ C∞(M ;R) the product fg ∈ mp. It is maximal, because

any vector subspace containing mp must contain a function g with g(p) 6= 0. But then we

can decompose any function f ∈ C∞(M ;R) as f = f(p)
g(p)g + h and h = f − f(p)

g(p)g ∈ mp.

Now, one can usefully define a filtration on the space of all functions:

C∞(M ;R) ⊃ mp ⊃ m2
p ⊃ m3

p ⊃ · · ·· (6.59)

where m2
p means the subspace of functions which are linear combinations of products of

functions in mp, and so on. For real analytic functions (i.e. those with a convergent Taylor
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series in the neighborhood of p which converges to the value of the function) we can identify

m2
p as the space of those functions which vanish together with all their first derivatives at

p (in any coordinate system). Similarly, the real analytic functions in mk
p are those with

Taylor series (in any coordinate system with xi(p) = 0):

f(x) = ai1,...ikx
i1 · · · xik + · · · (6.60)

Definition 2: The cotangent space to M at p is T ∗
pM := mp/m

2
p

Now, in these terms we can define the one-form at p associated with a function f to

be:

dfp := [f − f(p) · 1] ∈ mp/m
2
p (6.61)

Theorem : Suppose
{
xi
}
is a coordinate system near p then:

Span
{
dx1p, . . . , dx

n
p

}
= T ∗

pM (6.62)

Proof : It suffices to consider real analytic functions. So use the Taylor expansion to

write (in a coordinate system with xi(p) = 0:

f − f(p) · 1 = ai x
i + aij x

i xj + · · · (6.63)

therefore

[f − f(p) · 1] = [ai x
i] = ai[x

i]

=
∑

i

ai dx
i
p.

(6.64)

To prove linear independence note that:
∑

λidx
i
p = 0→

∑
λix

i ∈ m2
p

→ ∂

∂xj
|0 (
∑

λix
i) = 0

→ λj = 0 ♠

(6.65)

Thus, our second definition of the cotangent space is equivalent to the first definition.

If we consider the cotangent space to be the primary concept then we could define the

tangent space as the dual space:

Definition 3: The tangent space TpM to M at p is the vector space:

TpM := Hom(T ∗
pM,R) (6.66)

Warning: We are implicitly assuming above that the double-dual of a vector space

is the original vector space: (V ∗)∗ ∼= V . In infinite dimensions, if one requires additional

structure such as that V be a Banach space this is not necessarily so.
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Exercise

Under change of coordinates

dyi(p) =
∂yi

∂xj
(p)dxj(p) (6.67)

Exercise

Let

ωp = ωidx
i
p ∈ T ∗

PM

Vp = V i ∂

∂xi
|p ∈ TpM

(6.68)

Show

〈ωp, Vp〉 =
n∑

i=1

ωiV
i (6.69)

6.3.5 The differential of a map

Suppose f : M1 → M2 is a differentiable map between two manifolds. There are two

canonical linear maps:

1. f∗ : TpM1 → Tf(p)M2. This is called the pushforward map. It is also called the

differential of f and is often denoted dfp.
27

2. f∗ : T ∗
f(p)M2 → T ∗

pM1. This is called the pullback map.

We can define f∗ simply by noting that any differentiable path λ inM1 passing through

p is mapped to a differentiable path f ◦ λ in M2 passing through f(p). We define the

differential of f to map the tangent vector to λ to be the tangent vector of this pushed-

forward curve:

f∗

(
λ∗

(
d

dt

))
:= (f ◦ λ)∗

(
d

dt

)
(6.70)

In terms of derivations ofAi = C∞(Mi), we can use the (contravariant) pullback of functions

to push forward a derivationD1 ofA1 to a derivation ofA2 by defining, for all F ∈ C∞(M2),

D2(F ) := D1(f
∗(F )) = D1(F ◦ f) (6.71)

It is easy to check this is a derivation.

27Do not confuse it with the one-form at p defined by a real-valued function!
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Dually, if [F ] ∈ mf(p)/m
2
f(p) ∈ T ∗

f(p)M2 then the pullback is defined by pulling back

any representative function:

f∗[F ] := [F ◦ f ] ∈ mp/m
2
p ∈ T ∗

pM1 (6.72)

One has to check this is really well-defined!

Note that it follows immediately from the definitions that if ω ∈ T ∗
f(p)M2 and V ∈ TpM1

then

〈f∗(ω), V 〉 = 〈ω, f∗(V )〉 (6.73)

Alternatively, since the pairing of T ∗M and TM is nondegenerate, given a definition of

one of f∗ or f∗ we can define the other from this formula.

Let us express these maps in local coordinates. Choose a coordinate chart (U1, φ1)

near p ∈M1 and (V2, ψ2) near f(p) in M2. Then

ψ2 ◦ f ◦ φ−1
1 : φ1(U) ⊂ Rn1 → ψ2(f(U) ∩ V2) ⊂ Rn2 (6.74)

will be expressed as an n2-tuple of functions

ya(x1, . . . , xn1) a = 1, . . . , n2 (6.75)

In these terms then we have

f∗

(
∂

∂xi

)
=

n2∑

a=1

∂ya

∂xi
∂

∂ya
(6.76)

f∗(dya) =
n1∑

i=1

∂ya

∂xi
dxi (6.77)

The matrix ∂ya

∂xi
is a matrix representation of f∗ and f∗ in a coordinate basis. If we

work with f∗ we should regard it as an n2 × n1 matrix. If we work with f∗ we should

regard it as an n1 × n2 matrix, related the the previous one by transpose. Under change

of coordinate chart it is multiplied on the left or right by the appropriate invertible matrix

J [φ′1;φ1] or J [ψ
′
2;ψ2].

Remark: Since d
dt is a natural tangent vector to a point t ∈ (a, b) this explains out strange

notation λ∗
(
d
dt

)
for the tangent to the curve λ(t) in M .

6.4 Orientability

Let V be a real vector space and let GL(V ) be the of R-linear invertible transformations.

GL(V ) is a topological group and there is a continuous map det : GL(V ) → R∗. Let

GL+(V ) be the subgroup of linear transformations of positive determinant. Note that

GL+(V ) acts on the set B of ordered bases for V .

Definition: An orientation on V is an equivalence class under the equivalence relation

on B defined by b′ ∼ b if there is a g ∈ GL+(V ) with b′ = g · b.
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Any two bases b′, b ∈ B are related by some GL(V ) transformation, so b′ = g · b for

some g ∈ GL(V ). Accordingly there are just two equivalence classes: Any real vector space

has just two possible orientations.

Upon choosing a basis for V we have an isomorphism GL(V ) ∼= GL(n;R). A basis

for Rn is an ordered set {v1, . . . , vn} of column vectors. These can be used to form the

columns of a matrix and if the determinant of that matrix is positive then the basis is in

the equivalence class of the standard basis {e1, . . . , en} and if it is negative it is in the other

equivalence class.

Remark: In fact GL(n;R) is a union of disjoint open sets: GL+(n;R) ∐GL−(n;R).
and GL±(n;R) are the two connected components.

Now consider the tangent space of an n-dimensional manifold at a point p. Since TpM

is a real vector space it has two possible orientations. Choose an orientation on TpM .

Then, a coordinate chart (U, φ) in a neighborhood of p has a compatible orientation if the

isomorphism

TpM ∼= Rn (6.78)

provided by the basis ∂
∂x1

, . . . , ∂
∂xn is orientation-preserving. That is, if the coordinate basis

∂
∂x1

, . . . , ∂
∂xn is in the equivalence class of the chosen orientation of TpM . Now, if p and q

are both in U then we say that they have compatible orientations if there is a coordinate

system which has a compatible orientation with both TpM and TqM .

Definition: A manifold M is orientable if there is a compatible choice of orientations on

all the tangent spaces TpM . It is unorientable if there is no such choice. An orientation

on an orientable manifold M is a choice of such a compatible set of orientations. If M is

equipped with an orientation it is said to be oriented.

If a manifold is orientable then there is a choice of coordinate atlas with transition

functions such that

detJ [φ2;φ1] = det
(∂φi21
∂xj

)
> 0

on all overlaps.

Remarks:

1. Every manifold M , orientable or not, has a canonically oriented double-cover M̂ . We

cover each chart U by a 2 : 1 cover where the extra discrete label is an orientation

on Rn. Thus, the oriented double cover of Rn is Rn ∐ Rn where the first summand

carries the standard orientation and the second one carries the other orientation.

Similarly, the oreinted double cover of S2 is, as a manifold S2 ∐ S2 where each of

the two summands carries one of the two possible orientations on S2. Now note that

the oriented double cover of RP2 is a copy of S2 with an orientation. The oriented

double cover of the Klein bottle is a copy of a torus. A useful general result is:

Theorem: Let M be a connected manifold. Then the oriented double cover M̂ is

connected iff M is unorientable.
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Figure 25: Choose a local orientation and follow it around a closed path on a Mobius strip, as

in the path ABCDE. The final orientation will be opposite to the original one. Hence the Mobius

strip is unorientable.

2. Mobius strip. The canonical example of an unorientable manifold is the Mobius strip

shown in Figure 61. Let take the quotient of R × [0, 1] by (x, y) ∼ (x + 2, y). This

gives a cylinder. Take a further quotient by (x, y) ∼ (x + 1, 1 − y). This gives the

Mobius strip. Thus the cylinder is a double-cover of the Mobius strip and is the

oriented double cover. See Figure 25.

6.5 Tangent and cotangent bundles

The tangent space TpM assigns a vector space to each point p on M . It is clear, in an

intuitive sense, that the vector spaces vary continuously with p. Given a coordinate patch

(U, φ) around p we can identify the union of tangent spaces TqM for q ∈ U with U × Rn,

where n = dimM . This notion can be globalized to define a space called the tangent bundle

of M , together with the associated cotangent bundle. As sets these are defined by:

T ∗M = ∪p∈MT ∗
pM

TM = ∪p∈MTpM
(6.79)

The spaces T ∗M and TM can be regarded as families of vector spaces parametrized by

p ∈M . They have some very interesting mathematical structures associated with them.

First of all, TM and T ∗M are manifolds. Choose an atlas {(Uα, xµα)} for M . Then,

thanks to the coordinates we have a homeomorphism

∪q∈UαTqM
∼= Uα × Rn (6.80)

Indeed, in the patch Uα we have bases:

∂

∂xµα

∣∣∣∣
p

for TpM ∀p ∈ Uα

dxµα(p) for T
∗
pM ∀p ∈ Uα

(6.81)
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So a cotangent vector

ω = ωµdx
µ (6.82)

is specified by coordinates

{
(x1, . . . , xn;ω1, . . . , ωn)

}
(6.83)

Note: At this point we have made a conceptual jump: ωµ was formerly regarded as a

component of the expansion of a 1-form ω with respect to the basis dxµ. It is now regarded

as a coordinate on another manifold, T ∗M . Note that dimT ∗M = 2dimM .

So: The patches for T ∗M are

Uα × Rn coordinates
{
(xµα, ω

α
µ)µ=1···n

}
(6.84)

transition functions: we patch together Uα × Rn with Uβ × Rn by

ωαµdx
µ
α = ωβµdx

µ
β (6.85)

therefore, although the transition functions xµα are nonlinear functions of the xνβ on patch

overlaps the transition functions for the coordinates ωµ is

ωβµ =
n∑

ν=1

∂xνα
∂xµβ

ωαν (6.86)

Note that this is a linear transformation of the ωµ coordinates. This is the extra structure

which allows us to do linear algebra in families.

The space T ∗M has a canonical projection map π : T ∗M → M . If ω ∈ T ∗
pM then

π(ω) = p. Note that the fiber of the map π−1(p) is a vector space. On patch overlaps

the transition functions are linear transformations on the fibers: These are the defining

properties of a vector bundle. See Section **** below for a more formal description of

bundles.

• The Jacobian matrix across patch boundaries has the form

J(xµβ, ω
β
µ ;x

ν
α, ω

α
ν ) =



∂xµβ
∂xνα

0

∗ ∂xνα
∂xµβ


 (6.87)

Examples

1. T ∗Rn = Rn × Rn = R2n = {(xµ, pµ)}. There is a similar description of TRn.

2. T ∗S1 = cylinder. Coordinates (θ, p):

Remark In describing the classical mechanics of a particle moving on a manifold M the

phase space is T ∗M . This is very useful both in classical mechanics and also in the transition

to the quantum mechanics of a particle moving on M .
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Figure 26: The cylinder can be regarded as the cotangent bundle T ∗S1.

Exercise

Describe TM in an analogous way.

Exercise

Show that TM and T ∗M are noncompact manifolds which are contractible to M .

Exercise

a.) If v ∈ TpM show that there are natural isomorphisms:

Tv(TM) ∼= TpM ⊕ TpM (6.88)

b.) If ω ∈ T ∗
pM show that there are natural isomorphisms:

Tω(T
∗M) ∼= TpM ⊕ T ∗

pM (6.89)

Exercise Canonical trivialization of the Liouville form

Show that there is a globally defined 1-form on T ∗M .

Choose an atlas {(Uα, φα)} for M and let xµα := xµ(φα) be the coordinate function on

Uα. Define a collection of functions pαµ on π−1(Uα) ⊂ T ∗M by declaring

pαµ(ω) := ωαµ (6.90)

if ω = ωαµdx
µ
α.

Show that λ := pαµ(ω)dx
µ
α is a globally well-defined one-form on T ∗M .

Remark: This one-form has the important property that is trivializes the canonical

symplectic form on T ∗M , that is ω = dλ.
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Exercise

Consider the affine algebraic variety:

{~z : z20 + z21 + · · ·+ z2n = µ2} ⊂ Cn+1 (6.91)

Show that if µ 6= 0 this space is diffeomorphic to T ∗S2n+1.

Exercise Orientability

Show that T ∗M and TM are always orientable manifolds.

6.5.1 Example 1: TS2 and T ∗S2

We can easily work out the transition functions. Let us start with T ∗S2, identify S2 ∼= CP 1

and work in complex coordinates, identifying the fiber R2 with C as a rank 2 real vector

space. Locally a cotangent vector can be written as

ω = p±dz± + p∗±dz
∗
± (6.92)

Then z− = 1/z+ and the overlap conditions must be

p+dz+ = p−dz− (6.93)

so

p+ = −1/(z+)2p− (6.94)

Translating back to real coordinates, p± = ω±
1 + iω±

2 . we have (x+; (ω
1
+, ω

2
+)) glued to

(x+; (ω
1
+, ω

2
+)) by

(
ω1
+

ω2
+

)
= −

(
cos 2φ − sin 2φ

sin 2φ cos 2φ

)(
ω1
−
ω2
−

)
(6.95)

FIGURE

The dual space is obtained by taking φ→ −φ above.

Alternatively, we could use coordinates z± = x1± + ix2± and compute:

1

2
(∂+1 − i∂+2 ) =

∂

∂z+
=
∂z−
∂z+

∂

∂z−
(6.96)

to get the transition functions on the equator:

(
∂+1
∂+2

)
= −

(
cos 2φ sin 2φ

sin 2φ cos 2φ

)(
∂−1
∂−2

)
(6.97)

Remarks:
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1. From the above discussion it is clear that TS2 can also be regarded as a holomorphic

line bundle over CP 1. In fact, it is isomorphic to L2 where L is the tautological

bundle. Thus T ∗S2 is isomorphic to L−2.

2. As a real noncompact 4-manifold T ∗S2 is a very interesting manifold that admits a

nontrivial solution of the self-dual Einstein equations. It is the first example of an

ALE space.

3. The fact that TS2 is a nontrivial bundle shows that you can’t comb the hair on a

sphere.

Figure 27: An embedding of the cylinder into the plane.

Figure 28: Boy’s surface, an immersion of RP2 into R3. From Wikipedia.

6.6 Definitions: Submersion, immersion, embedding, critical and regular points

and values

Definition: Let f :M1 →M2 be a differentiable map of manifolds. Then

1. f is a submersion at a point p if the linear map df : TpM1 → Tf(p)M2 is surjective.

If f is a submersion at all points p ∈M1 it is simply said to be a submersion.
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2. If f is a submersion at p ∈M1 then the point is called a regular point of f .

3. If f is not a submersion at p ∈ M1, that is, if dfp has rank less than n2 = dimM2

then p is said to be a singular point of f or, equivalently, a critical point of f . 28 If

q is in the image of f and one of its preimages p ∈ f−1(q) is a critical point, then q

is said to be a critical value of f . If q is not a critical value of f it is said to be a

regular value of f . 29

4. f is an immersion at a point p if the linear map df : TpM1 → Tf(p)M2 is injective,

i.e. has no kernel. If f is an immersion at all points p ∈ M1 it is simply said to be

an immersion.

5. f is an embedding if it is an immersion which is also injective, and moreover a topo-

logical embedding, i.e. a homeomorphism onto its image.

6. A submanifold of a manifold M is a manifold Σ which is also a subspace Σ ⊂M with

the subspace topology such that Σ = f(N) is the image of an embedding of another

manifold f : N →M .

Examples

1. Consider maps of S1 into R2. The standard unit circle is an embedding. A figure 8

is an immersion, but not an embedding. In both these cases if we choose a standard

parametrization of S1, say z = e2πit then the tangent vector d
dt is mapped to a tangent

vector λ∗
(
d
dt

)
to the curve. The condition that λ is an immersion is the condition

that the velocity is always nonzero.

2. A knot is an embedding of S1 into R3. A singular knot is an immersion of S1 into

R3. Thus, the classification of knots is a classification of embeddings of S1 into R3

up to isotopy. The space of all immersions is carved up into chambers.

3. The cylinder can be embedded in R2. See Figure 27. However the Mobius strip cannot

be embedded into the plane! Note that in Figure 25 there are self-intersections! This

reflects the fact that the tangent bundle of the cylinder is trivial while that of the

Mobius strip is not.

4. A famous immersion of RP2 into R3 is known as Boy’s surface. Figure 28. 30 An

immersion of the Klein bottle into R3 is shown in Figure 65. One can prove that RP2

28Some authors, notably V. Arnold et. al. define a critical point to be a point where dfp has a rank

r < Min[n1, n2]. This is not often used, but Arnold’s work on critical points and singularity theory has

been very influential.
29Note that, in strict logic, this means that any q ∈ M2 which is not in the image of f is considered to

be a “regular value of f” even though it is not a value of f .
30For an extended discussion see Hilbert and Cohn-Vossen, Geometry and the Imagination, pp. 317-

321. Hilbert’s student Werner Boy found the surface in response to a problem posed by Hilbert. Hilbert

asked him to show that the projective plane could not be immersed in RP2! There is a sense (“immersion

cobordism”) in which 8 copies of Boy’s surface can be shrunk to a point. See the wonderful video “Eight

Boy’s Bound” at https://www.youtube.com/watch?v=7ZbbhBQEJmI .

– 64 –



and the Klein bottle, cannot be embedded into R3. The proof relies on the topology

of the tangent bundle to these surfaces.

Exercise The Hessian

Let f :M → R. Consider the matrix of second derivatives

∂2f̃

∂xi∂xj
(6.98)

where f̃ = f ◦ φ−1.

a.) Compute how the matrix changes under a change of coordinates.

b.) How does the formula simplify when x is a critical point of f? The matrix of

second derivatives at a critical point is known as the Hessian of f .

Exercise

a.) Show that the map f : RP2 → R3 defined by

f([X1 : X2 : X3]) =
(X2X3,X1X3,X1X2)

(X1)2 + (X2)2 + (X3)2
(6.99)

is well-defined and smooth.

b.) Where does it fail to be an immersion?

Figure 29: A collection of functions on M used to prove the Whitney embedding theorem.
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6.7 Whitney embedding theorem

Whitney embedding theorem. Every compact manifold of dimension n can be embed-

ded into Euclidean space R2n.

Partial proof : 31 The proof proceeds in three steps, and we will only indicate some of

it, to get some of the key ideas.

Step 1: Prove that any compact manifold of dimension n can be embedded into RN

for some (sufficiently large) N .

Step 2: Use a reduction procedure to show that if a manifoldM →֒ RN and N > 2n+1

then we can construct another embedding into RN−1.

Step 3: Reduce from an embedding into R2n+1 to R2n. This last step is quite hard

and we will skip it entirely.

Proof A of step 1 : Proof A assumes some knowledge of vector bundlees. If E →M is a

vector bundle over a compact manifold M then there is a complementary bundle E⊥ →M

such that

E ⊕ E⊥ ∼=M × RN (6.100)

for some sufficiently large N . Let us apply this to E = TM . Then

TM ⊕E⊥ ∼=M × RN (6.101)

There certainly exist sections s : M → TM so that s(TM) is transverse to the zero

section, so then s(TM) is an embedded submanifold in the total space of TM . Now,

via the isomorphism (6.101), the embedding of M into TM can be considered to be an

embedding of M into the fixed fiber RN for some sufficiently large N .

Proof B of step 1 : Using partitions of unity one can show that M has a finite atlas

{(Uα, φα} and a finite subcover {Vi}Ki=1 so that for all i there is an αi with V̄i ⊂ Uαi , and,

moreover, there is a collection of functions λi :M → R with λi(p) = 1 for p ∈ Vi and while

the support of λi is contained in the corresponding Uαi . See Figure 29.

Now, if p ∈ Vi define functions ψi : M → R by ψi(p) := λi(p)φαi(p). Note that a

clever maneuver has been made here! The coordinates φαi are only defined on the local

patch Uαi . However, thanks to the function λi they can be extended globally as the zero

function. This can even be done as a C∞ function. Now, the embedding will be:

F : p 7→ (ψ1(p), · · · , ψK(p), λ1(p), . . . , λK(p)) ∈ RnK+K (6.102)

We show it is an embedding by first showing it is an immersion and then showing it is

1− 1.

To see it is an immersion

dF = dψ1 ⊕ · · · ⊕ dψK ⊕ dλ1 ⊕ · · · ⊕ dλK (6.103)

Every point p is in Vi for some i and then dψi = dφαi has zero kernel since φαi is a system

of coordinates. To see it is one-one, suppose F (p) = F (q). Then λj(p) = λj(q) for all j.

31We follow Bredon’s book here.
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Now for some i, we must have p ∈ Vi. But then ψi(p) = ψi(q) implies φi(p) = φi(q) since

φi is a homeomorphism on Uαi we must have p = q.

Remark: In fact, a similar argument is used to prove (6.100).

Proof B of step 2 : We can now consider M ⊂ RN . Suppose there is a vector w in RN

such that

(*) If x, y ∈M with x 6= y then w is not parallel to x− y.
Now we take M ∩w⊥. The projection x→ x− (x,w)w/(w,w) is an embedding under

condition (*). In this way, given such a w we can reduce N by 1.

Now consider the map:

τ :M ×M − {(x, x) : x ∈M} → RPN−1 (6.104)

defined via (x, y)→ [x− y] then a vector [w] not in the image of τ satisfies criterion (*).

Since τ is defined on a manifold of dimension 2dimM = 2n, as long as 2n < N − 1 we

can always find such a w. 32 The process stops when 2n = N − 1, ie N = 2n+ 1. ♠.

Remarks

1. There is also a Whitney immersion theorem, which states that any compact n-

dimensional manifold can be immersed in Euclidean space of dimension 2n− 1.

2. The values 2n for embedding and 2n − 1 for immersion are the best possible. One

proves this by studying the topology of the normal bundle of an embedding and its

topological invariants, known as Stiefel-Whitney classes. See, for example Milnor and

Stasheff, Characteristic Classes for a clear exposition of this application.

Exercise

Show that the boundary is a submanifold of dimension n− 1.

6.8 Local form of maps between manifolds and of submanifolds

6.8.1 Local form of a differentiable map between manifolds

Suppose that f : M1 → M2 is a differentiable map between two manifolds. By choosing

suitable coordinates (U, φ) around any point p ∈M1 and (V, ψ) around its image f(p) ∈M2

one can put the local form of the function ψ ◦ f ◦ φ−1 in a very simple form. This is quite

often useful for doing local computations.

The key theorem is based on an important piece of advanced calculus:

Theorem[Inverse Function Theorem]. Suppose that f : Rn → Rn is a C1-function in an

open set containing p and suppose that

detdfp = det
∂fa

∂xi
(p) 6= 0 (6.105)

32This can be made precise using “Sard’s theorem.” For more details see G. Bredon, pp. 89-92.
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Then there is an open set U around p and an open set V around f(p) so that f : U → V

has a continuously differentiable inverse f−1 : V → U .

For a proof see M. Spivak, Calculus on Manifolds, Theorem 2-11,

Now suppose that f : M1 → M2 is differentiable in a neighborhood U of p. We will

aim to simplify the coordinate expression for f as much as possible using the freedom to

make differentiable change of coordinates in some suitable neighborhoods of p and f(p).

To begin, choose arbitrary coordinate charts (Ũ , φ̃) around p and (Ṽ , ψ̃) around f(p).

Then, in these coordinates we can write:

f̃ = ψ̃ ◦ f ◦ φ̃−1 : (u1, . . . , un1) 7→ (v1, . . . , vn2) (6.106)

where va = va(u1, . . . , un1) is an n2-tuple of functions of n1 variables. WLOG we can and

will assume that ui(p) = 0 and va(f(p)) = 0. When we write u, v, x, y without indices it

means the whole tuple.

Now, let us suppose that dfp : TpM1 → Tf(p)M2 has rank r. Linear algebra demands

that we must have r ≤ Min[n1, n2]. Then, by suitably reordering the ui and va we can

guarantee that the r × r matrix:

∂vα

∂uβ
|0 1 ≤ α, β ≤ r (6.107)

is invertible. Now consider the map Ω1 : U
′ ⊂ Rn1 → U ′′ ⊂ Rn1

Ω1 : (u
1, . . . , un1)→ (v1, . . . , vr, ur+1, . . . , un1) (6.108)

Here U ′, U ′′ are some neighborhoods of 0 ∈ Rn1 . The Jacobian of Ω1 is of the form:

∂Ωj1
∂ui

=

(
∂vα

∂uβ
0

∗ 1

)
(6.109)

and therefore has nonzero determinant at u = 0. We choose U ′, U ′′ in accord with the

inverse function theorem so we can speak of Ω−1
1 . Therefore, by the inverse function

theorem we have for x ∈ U , where U is some suitable neighborhood of 0 inside U ′′

F (x) := f̃ ◦ Ω−1
1 : (x1, . . . , xr, xr+1, . . . , xn1)→ (x1, . . . , xr, ψr+1(x), . . . , ψn2(x)) (6.110)

where we define the functions ψk(x) = vk(Ω−1(x)) for k = r + 1, . . . , n2. The reason is

that

(y1, . . . , yn1) = Ω−1
1 (x1, . . . , xr, xr+1, . . . , xn1) (6.111)

iff

(v1(y), . . . , vr(y), yr+1, . . . , yn1) = (x1, . . . , xr, xr+1, . . . , xn1) (6.112)
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and hence vα(y) = xα, for 1 ≤ α ≤ r. Therefore

F (x) = f̃ ◦ Ω−1
1 (x1, . . . , xr, xr+1, . . . , xn1)

= f̃(y1, . . . , yn1)

= (v1(y), . . . , vr(y), vr+1(y), . . . , vn2(y))

= (x1, . . . , xr, ψr+1(x), . . . , ψn2(x))

(6.113)

Equation (6.110) is already of interest by itself. Note that we did not need to change

coordinates on the target manifold. Just by a change of coordinates on the domain manifold

we have simplified the map in an interesting way so that its coordinate expression is F (x)

as above.

Now let us add the further assumption that dfq has rank r for all q throughout some

open neighborhood q ∈ U of p. Then we can simplify the coordinate expression for f much

more. Note that

∂F a

∂xi
=

(
1 0

∗ ∂ψk

∂xj

)
(6.114)

Here 1 ≤ a ≤ n2 is a row index and 1 ≤ i ≤ n1 is a column index, so in the lower right block

r+ 1 ≤ k ≤ n2 and r+ 1 ≤ j ≤ n1. Now, if dfq has rank r throughout some neighborhood

then dF (x) has rank r throughout the corresponding neighborhood of 0 and hence in this

neighborhood ∂ψk

∂xj
= 0 for r + 1 ≤ j ≤ n1. That is, ψk, which is a priori a function of n1

variables, is in fact only a function of the first r variables x1, . . . , xr.

Now define a second differentiably invertible map Ω2 : V
′ ⊂ Rn2 → V ′′ ⊂ Rn2 by

Ω2(y
1, . . . , yn2)→ (y1, . . . , yr, yr+1 − ψr+1(y1, . . . , yr), . . . , yn2 − ψn2(y1, . . . , yr)) (6.115)

This makes sense, because r ≤ n2.
Then

Ω2 ◦ F = Ω2 ◦ f̃ ◦ Ω−1
1 : (x1, . . . , xr, xr+1, . . . , xn)→ (x1, . . . , xr, 0, . . . , 0) (6.116)

Summarizing, we have proven 33

Theorem [Constant rank theorem] If f : M1 → M2 has a differential of constant rank r

in some neighborhood of p ∈ M1 then there exist coordinate charts (U, φ) around p ∈ M1

and (V, ψ) around its image f(p) ∈M2 so that in these coordinates f has the form

f : (x1, . . . , xn1) 7→





(0, . . . , 0) r = 0

(x1, . . . , xr, 0, . . . , 0) 0 < r < n2

(x1, . . . , xn2) r = n2

(6.117)

Remarks

33We have loosely followed the discussion in M. Spivak, Introduction to Differential Geometry, vol. 1,

Theorem
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1. In the first case of (6.117) f is locally constant. In the third case we necessarily have

n2 ≤ n1.

2. An important and immediate corollary of this theorem is that if f is an immersion

then r = n1, so n1 ≤ n2, so we have case 1 if n1 = 0 (i.e. the embedding of a single

point), case 2 if 0 < n1 < n2, and case three if n1 = n2.

3. As we will see later, the equation (6.116), in the C∞ context, can be interpreted as

a statement about the orbits of the action of the group Diff(M1)× Diff(M2) on the

space of differentiable maps from M1 to M2.

Figure 30: Locally, a k-dimensional submanifold of an n-dimensional manifold is simply de-

termined as the zero-locus of the set of (n − k) coordinates. Therefore, there is a transverse

space ∼= Rn−k and the unit sphere (in some metric) in that transverse space is diffeomorphic to

Sd = Sn−k−1. Such a sphere is called a linking sphere.

6.8.2 Local form of a submanifold

We can now apply the constant rank theorem to get a very useful local picture of any

submanifold Σ ⊂ M . Suppose dimM = n and dimΣ = k, then since a submanifold is, by

definition, the image of an embedded manifold, and in particular is immersed, we can say

that:

Locally, any submanifold can be described - in suitable coordinates - by simply

setting some coordinate functions to zero.

That is, locally around any p ∈ Σ there is a coordinate system (U, φ) for M such that

Σ is the set

φ(U ∩ Σ) = {x ∈ U ′|xk+1 = · · · = xn = 0} (6.118)

See Figure 30. We refer to the very important quantity

cod(Σ) := dimM − dimΣ (6.119)
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as the codimension of the submanifold. It is often a more useful quantity than the dimension

of Σ itself, as we will soon see. 34

Figure 30 suggests that given a submanifold Σ ⊂M there is a single open set N(Σ) of

M containing Σ which locally looks like Rk × Rn−k with the submanifold being Rk × {0}.
This is proved in books on differential topology and such a neighborhood of Σ is called a

tubular neighborhood.

Exercise

Suppose f :M1 →M2 is a C∞ function. Show that the restriction of f to a submanifold

P of M1 is also a C∞ function.

6.8.3 Defining submanifolds by equations

We can also use the constant rank theorem to give a useful local form of a submersion. In

this case dfp has rank n2 and hence we necessarily have n1 ≥ n2. Then, if f is a submersion

in an open set around a point p there are coordinates so that it has the form:

f : (x1, . . . , xn1) 7→ (x1, . . . , xn2) (6.120)

We can, WLOG, assume our coordinate charts are such that f is literally the map f :

Rn1 → Rn2 keeping only the first n2 coordinates. Then, every point in the target Rn2 is a

regular value of f and the inverse image of a regular value is

f−1(c1, . . . , cn2) = {x ∈ Rn1 |x1 = c1, . . . , xn2 = cn2} ∼= Rn1−n2 (6.121)

is a submanifold of dimension n1 − n2.
Therefore we have

Theorem: [Preimage Theorem] If f :M1 →M2 and q ∈M2 is a regular value in the image

of f then the preimage f−1(q) is a submanifold of M1 of dimension dimM1−dimM2. That

is, the preimage f−1(q) is a submanifold of M1 of codimension dimM2. The tangent space

to f−1(q) at any point p is kerdfp.

Now we can apply this idea to describe subsets defined by equations. If f : M → Rℓ

and dimM ≥ ℓ then for ~c ∈ Rℓ the sets

M~c := f−1(~c) = ∩ℓi=1{p ∈M |f i(p) = ci} (6.122)

are called level sets. If ~c is a regular value then the level set is a submanifold of M of

codimension ℓ. Note that for each i, f i :M → R so df i : TpM → TciR
∼= R, and hence df i

is a linear functional on TpM . The regularity condition is the condition that these linear

functionals are all linearly independent. We say that the functions f i are independent.

34Also, in infinite dimensions it is not unusual to work with finite-codimension submanifolds. Thus both

the manifold and the submanifold are of infinite dimension.
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Figure 31: The height function on a Riemann surface. Note that the preimages are submanifolds

except at the critical values associated with the two handles.

Example: As an example we consider a single real function. Then the preimages are

submanifolds so long as dfp 6= 0. A nice example of this is the height function for a

Riemann surface sitting on a table as in Figure 31. In this example the Hessian of f at

the critical points is nondegenerate. A real-valued function, all of whose critical points

have nondegenerate Hessian is called a Morse function. In the subject of Morse theory one

learns much about the topology of a manifold by studying how the smooth level sets change

as the value scans across a critical value. There are many deep connections of physics to

Morse theory in the context of supersymmetry. 35

All this is worth putting in a slightly different way: Suppose

f = (f1, . . . f ℓ) : Rn → Rℓ ℓ ≤ n (6.123)

and p0 is a regular point of f . By rearranging coordinates, if necessary, we can choose a

coordinate system in a neighborhood of p0 to be of the form

(x; y) = (x1, . . . , xℓ; y1, . . . yd) (6.124)

ℓ+ d = n so that
∂f i

∂xj 1≤i,j≤ℓ
(6.125)

has rank ℓ at p0. Now, if (6.125) has rank ℓ at p0 it is invertible there, so by the inverse

function theorem, for fixed y the map: Fy : R
ℓ → Rℓ:

Fy : (x
1, . . . , xℓ) 7→ (f1(x, y), . . . , f ℓ(x, y)) (6.126)

35See E. Witten, “Supersymmetry and Morse theory,” J. Diff. Geom. 17, 661 (1982) and K. Hori, S. Katz,

A. Klemm, R. Pandharipande, R. Thomas, C. Vafa, R. Vakil and E. Zaslow, “Mirror symmetry,” (Clay

mathematics monographs. 1).
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is invertible in some neighborhood of p0 with differentiable inverse. Thus, by a change of

coordinates we could equally well use the coordinate system:

(f1, . . . , f ℓ, y1, . . . , yd) (6.127)

in the neighborhood of the level set. Obviously, setting f i = ci defines the level set, as

predicted by the general local form of a submanifold, as described before.

Taking this a tiny step further gives the

Implicit Function Theorem:

Suppose

f : Rℓ × Rd → Rℓ (6.128)

has f(0; 0) = 0 and
∂f i

∂xj 1≤i,j≤ℓ
(6.129)

has nonzero determinant at (0; 0). Then in an open set A × B for each y ∈ B there is a

unique h(y) such that

f(h(y), y) = 0 (6.130)

That is, we can solve for x in terms of y on the level set.

We can prove this using the same ideas used in proving the constant rank theorem. Let

the inverse of the map (6.126) be denoted as x 7→ g(x; y). Note the parametric dependence

of g on y. As a map from Rℓ → Rℓ it is continuously differentiable with continuously

differentiable inverse, however, the map (x, y)→ (g(x; y), y) is also differentiable and hence

g(x; y) is also continuously differentiable with respect to y. Finally, by definition:

g(f1(x, y), . . . , f ℓ(x, y); y) = (x1, . . . , xℓ) (6.131)

and hence the level set f i = 0, for 1 ≤ i ≤ ℓ is the same as the set

xi(y) = gi(0; y) (6.132)

That is, we can solve for x in terms of y.

Figure 32: Illustrating the implicit function theorem with the circle.

Example: Consider

f(x, y) = x2 + y2 − 1 (6.133)
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then

df = (2x, 2y) (6.134)

Now consider the circle as the level set f−1(0). In the neighborhood of any point on the

level set df is never zero, so the level set is a manifold. Moreover, when ∂xf 6= 0, that is,

when x 6= 0, that is, when y 6= ±1, we can use local coordinates (f, y). Similarly, when

∂yf 6= 0, that is when x 6= ±1 we can use local coordinates (x, f). The implicit function

theorem guarantees that when (x, y) ∈ f−1(0), if ∂xf 6= 0 then we can solve for x in terms

of y on the level set:

x = ±
√

1− y2 (6.135)

and this is single valued and differentiable. (The sign depends on which point we use.) Of

course this fails precisely in a neighborhood of y = ±1. Similarly, if ∂yf 6= 0 then we can

solve for y in terms of x:

y = ±
√

1− x2 (6.136)

Figure 33: The behaviors of the real cubic curve, y2 − (x3 + ax + b) = 0 as a function of the

parameters a, b

Example 2 Consider F : R2 → R with

F (x) = y2 − (x3 + ax+ b) (6.137)

When is 0 a critical value and when is it a regular value?

The inverse image of 0 is always nonempty and is known as an elliptic curve. Note

that

dF = (−(3x2 + a), 2y) (6.138)

By the preimage theorem, if dF 6= 0 then the curve is nonsingular. Let us find the criterion

for 0 to be a critical value of F . If dF = 0 then y = 0 and therefore any preimage of F = 0
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must be (0, θ) where θ is a real root of the cubic polynomial x3 + ax+ b. But for dF = 0

we also must have 3θ2 + a = 0. Thus, we must have a simultaneous solution of:

θ3 + aθ + b = 0

3θ2 + a = 0
(6.139)

We can solve for a and b in terms of this hypothetical θ to find:

a = −3θ2

b = −2θ3
(6.140)

which implies the necessary condition:

∆ = 4a3 + 27b2 = 0 (6.141)

In fact, this is necessary and sufficient for 0 to be a critical value of F :

The quantity ∆ is a famous quantity associated with a cubic polynomial p(x). Such a

polynomial always has three complex roots e1, e2, e3, and if we shift x so that the coefficient

of x2 vanishes then we can write:

p(x) = x3 + ax+ b = (x− e1)(x− e2)(x− e3) (6.142)

and hence

0 = e1 + e2 + e3

a = e1e2 + e1e3 + e2e3 = −(e21 + e22 + e1e2)

b = −e1e2e3 = e1e2(e1 + e2)

(6.143)

A simple computation shows that

∆ := 4a3 + 27b2 = −(e1 − e2)2(e1 − e3)2(e2 − e3)2 (6.144)

and therefore the vanishing of ∆ means that two roots coincide. But two roots coincide iff

p(x) = 0 and d
dxp(x) = 0 have a common solution.

It is interesting to see how the nature of the level set F−1(0) changes as ∆ moves

through zero. From the above formulae we see that

1. p(x) has three real roots iff ∆ ≤ 0.

2. The three roots are distinct iff ∆ < 0.

3. If ∆ = 0 but f < 0 there are two distinct real roots (one of which is double).

4. The three roots coincide e1 = e2 = e3 = 0 iff ∆ = 0 and f = 0.

See Figure 33 above.

Remarks

1. It is natural to ask whether every submanifold N ⊂ M can be described globally as

the solution set of some system of equations. In general that cannot be done. The

obstruction is the nontriviality of the normal bundle of N in M . Indeed, N can be

globally expressed as a solution set of some equations iff the normal bundle of N is

trivializable.
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2. Viewing submanifolds locally as defined by equations is very useful also in discussing

infinite-dimensional manifolds. For example, in field theory, there might be an

infinite-dimensional space of fields φ defined on a spatial domain, say φ ∈ Map(S,X).

The Hamiltonian, or energy functional H is a map H : Map(S,X) → R taking

φ→ H[φ] ∈ R. The level sets H−1(E) are the field configurations of constant energy

and so long as dH 6= 0 that set of field configurations will be an infinite-dimensional

submanifold of codimension one. Note in particular that while the RHS of (6.119)

does not make sense in infinite-dimensions this local view of submanifolds does give

a good definition of codimension for infinite-dimensional submanifolds.

3. Similarly, the implicit function theorem generalizes to infinite dimensions.

4. If we consider the space of all differentiable functions f :M → Rℓ and dimM ≥ ℓ then
the condition that df has rank ℓ is an open condition. The subspace of functions with

a critical point is a complicated and interesting subspace in the space of all functions.

It is generically of real codimension one, and hence splits the space Map(M,Rℓ) into

open domains. The study of the critical locus is the subject of singularity theory or

catastrophe theory.

Exercise

Consider F : R3 → R given by

F (x, y, z) = z2 − x2 − y2 (6.145)

Show that 0 is not a regular value of F and draw F−1(0). Identify the critical points

and regular points in the level set.

6.9 Lie groups

A very important concept in physics is that of a Lie group. This is a group which is also

a manifold, such that the group and manifold structures interact nicely. Thus, the maps

G × G → G given by multiplication and G → G given by inversion are smooth maps of

manifolds.

We can apply the Preimage Theorem of Section §6.8.3 to prove that the classical matrix

groups are in fact Lie groups. First we prove they are all manifolds:

Example 1: GL(n,R) ⊂ Rn
2
and GL(n,C) ⊂ Cn

2 ∼= R2n2
are both manifolds. The

coordinates are the matrix elements. The inverse image det−1(0) is a closed subset of

Mn(κ), with κ = R,C and hence any invertible matrix has an open neighborhood of

invertible matrices. The transition functions are the identity. The tangent space at any

point A ∈ GL(n, κ) is isomorphic to the vector space Mn(κ) of n × n matrices over κ.

The group operation of multiplication is polynomial in the matrix elements and hence
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certainly a C∞ function. The group operation of inversion is a rational function of the

matrix elements and is also C∞ on GL(n, κ).

Example 2: Now, for SL(n, κ) consider f :Mn(κ)→ κ defined by f(A) := detA− 1. We

claim that 0 ∈ κ is a regular value of f . Indeed, if A is invertible then for any

M ∈ TAMn(κ) ∼=Mn(κ) (6.146)

we have

dfA(M) = detATr(A−1M) (6.147)

This is usually written as the (very useful) identity 36

δlogdetA = Tr
(
A−1δA

)
(6.148)

for A invertible. When A is invertible the kernel of dfA is the linear subspace of n × n
matrices M such that A−1M is traceless, which is linearly equivalent to the linear subspace

of traceless matrices, and therefore has dimension (over κ) equal to n − 1. Therefore the

rank of dfA is 1, and f = det is a submersion. So the inverse image is a manifold.

Example 3: For O(n;κ) we define f : Mn(κ) → Sn(κ) where Sn(κ) ∼= κ
1
2
n(n+1) is the

vector space over κ of n× n symmetric matrices. We take f to be

f(A) = AAtr − 1 (6.149)

Then O(n) = f−1(0). We aim to show it is a manifold. Note that dfA is a linear operator

Mn(κ)→ Sn(κ). It is just

dfA(M) =MAtr +AM tr (6.150)

Therefore ker(dfA) is the linear subspace of Mn(κ) of matrices such that MAtr is anti-

symmetric. When A is invertible this subspace is isomorphic to the linear subspace of

anti-symmetric matrices and hence has dimension 1
2n(n− 1). It follows that 0 is a regular

value of f and O(n, κ) is a manifold.

Example 4: For Sp(2n;κ) we define f : M2n(κ) → A2n(κ) where A2n(κ) is the set of

(2n) × (2n) matrices over κ such that (Jm) is antisymmetric. This is isomorphic to the

vector space over κ of dimension 1
2(2n)(2n − 1) = n(2n− 1). Now we take f to be

f(A) = AJAtrJ tr − 1 (6.151)

so that Sp(2n;κ) = f−1(0). Again we claim that 0 is a regular value of f . Now dfA is the

linear operator Mn(κ)→ A2n(κ). It is just

dfA(M) =MJAtrJ tr +AJM trJ tr (6.152)

Therefore ker(dfA) is the linear subspace ofMn(κ) of matrices such thatMJAtr is symmet-

ric. When A is invertible this subspace is isomorphic to the linear subspace of symmetric

36For a proof see the Linear Algebra User’s Manual, ch. 3.
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matrices and hence has dimension 1
22n(2n+ 1), which is complementary to the dimension

of the image 1
2 (2n)(2n− 1) and hence dfA is surjective. It follows that 0 is a regular value

of f and Sp(2n;κ) is a manifold.

Example 5: Finally, for U(n) consider f :Mn(C)→ Hn where Hn is the real vector space

of n × n Hermitian matrices in Mn(C). This has real dimension n + 2 × 1
2n(n − 1) = n2.

We now take f(A) = AA† − 1. Then

dfA(M) =MA† +AM † (6.153)

When A is invertible the kernel is the subspace of Mn(C) of matrices such that MA† is

anti-hermitian. This is again a real vector space of real dimension n+2× 1
2n(n− 1) = n2.

Since Mn(C) is a real vector space of real dimension 2n2 it follows that dfA is surjective

and hence 0 is a regular value of f . Therefore U(n) is a manifold.

Example 6: It is useful to combine the previous two examples and define the Lie group:

USp(2n) := U(2n) ∩ Sp(2n,C) (6.154)

Now we have a map: f :M2n(C)→ A2n(C)⊕H2n defined by taking the direct sum. Again,

one must check that the real linear map dfA at an invertible matrix in the preimage of 0

has a kernel of the correct dimension. 37

All the examples above are submanifolds of GL(n, κ). It follows from the exercise of

Section §6.8.2 that the group operations of multiplication and inversion are C∞ maps. This

concludes the argument that the above examples are all Lie groups.

6.9.1 Lie algebras of Lie groups

In general, the Lie algebra of a Lie group G is defined, as a vector space, to be the tangent

space at the identity:

Lie(G) := T1G (6.155)

The reason for the term “algebra” will be explained below.

Our proof above that the classical matrix groups are manifolds also leads nicely to an

immediate computation of the Lie algebras of these groups.

1. GL(n, κ):

gl(n;κ) := T1GL(n, κ) ∼=Mn(κ) (6.156)

37We have not covered quaternions yet, but a superior viewpoint is to view USp(2n) as the group of

n × n unitary matrices over the quaternions. In this viewpoint we should define f : Mn(H) → Hn(H)

where Hn(H) is the space of n × n quaternionic Hermitian matrices. The above arguments work in the

same way: dimRMn(H) = 4n2, while dimRHn(H) = n + 4 1
2
n(n − 1) = 2n2 − n. As before, the kernel of

dfA, for A invertible is the space of n × n quaternionic-antihermitian matrices. This has real dimension

3n + 4 1
2
n(n − 1) = 2n2 + n. (The 3n is there because one can have an arbitrary imaginary quaternion on

the diagonal.) Therefore 0 is a regular value, and USp(2n) is a manifold. Many authors denote this group

simply as Sp(n).
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2. SL(n, κ):

sl(n;κ) := T1SL(n, κ) ∼= {M ∈Mn(κ)|Tr(M) = 0} (6.157)

3. O(n, κ):

o(n;κ) = so(n;κ) := T1O(n, κ) ∼= {M ∈Mn(κ)|M tr = −M} (6.158)

4. Sp(2n, κ):

sp(2n;κ) := T1Sp(2n, κ) ∼= {M ∈Mn(κ)|(MJ)tr = +MJ} (6.159)

5. U(n):

u(n) := T1U(n) ∼= {M ∈Mn(C)|M † = −M} (6.160)

6. SU(n):

su(n) := T1SU(n) ∼= {M ∈Mn(C)|M † = −M & Tr(M) = 0} (6.161)

7. USp(2n):

usp(2n) := T1USp(2n) ∼= {M ∈M2n(C)|M † = −M & (MJ)tr =MJ}
∼= {M ∈Mn(H)|M † = −M}

(6.162)

In each case, given a matrix V ∈ T1G ⊂ MN (κ) we can form the family of group

elements

gV (t) = exp[tV ] :=

∞∑

n=0

(tV )n

n!
(6.163)

Note that for t ∈ R these elements form a subgroup of G:

gV (t1)gV (t2) = gV (t1 + t2) (6.164)

Indeed t 7→ gV (t) is a homomorphism of R → G. It is a good exercise to check, from the

defining relations of T1G above that the exponentiated matrix indeed satisfies the defining

relations of the group. Thus, for example, one should check that if M is anti-Hermitian,

i.e. if M † = −M then exp(M) is unitary.

An important property of the tangent spaces T1G for the various groups above is that:

If V1, V2 ∈ T1G then the matrix commutator [V1, V2] is also in T1G.

This can be verified by directly checking each case. For example, in the case of so(n, κ),

if V1, V2 are antisymmetric matrices over κ then neither V1V2, nor V2V1 is antisymmetric,

but [V1, V2] is. The reader should check the other cases in this way. Nevertheless, this

fact also follows from more general principles, and that is important because as we will see

not every Lie group is a classical matrix group. In fact, it is not true that every finite-

dimensional Lie group is a subgroup of GL(N,R) for some N . 38 Given V1, V2 we can

consider the path through g = 1 at t = 0 given by the group commutator:

λ(t) = [gV1(
√
t), gV2(

√
t)] (6.165)

38A counterexample is the metaplectic group, a group which arises as a central extension of the symplectic

group when one tries to implement symplectic transformations on a the quantum mechanics of a system of

free particles.
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Now, one can show that for t1, t2 small we have 39

gV1(t1)gV2(t2) = exp[t1V1 + t2V2 +
1

2
t1t2[V1, V2] +O(ta1tb2)] (6.166)

where the higher order terms have a+ b > 2, and therefore the tangent vector to the path

through λ(t) is the matrix commutator.

Just based on group theory and manifold theory, therefore, one can deduce the follow-

ing about the vector space over κ defined by g = T1G:

1. There is an antisymmetric, bilinear multiplication

[·, ·] : g× g→ g (6.167)

2. For all v1, v2, v3 ∈ g we have the Jacobi identity:

[v1, [v2, v3]] + cycl. = 0 (6.168)

simply because this is a property of matrix commutators.

These are the defining properties of a Lie algebra. Here is the formal definition:

Definition A Lie algebra is a vector space g over a field κ such that there is a Lie bracket,

g× g→ g such that for all vectors v1, v2, v3 ∈ g and scalars α, β ∈ κ:

1. [v1, v2] = −[v2, v1].

2. [αv1 + βv2, v3] = α[v1, v3] + β[v2, v3]

3. The Jacobi identity holds:

[v1, [v2, v3]] + [v2, [v3, v1]] + [v3, [v1, v2]] = 0 (6.169)

Remarks

1. As indicated above, one can show that for any Lie group the tangent space g =

T1G is a Lie algebra. The Jacobi identity follows from the associativity of group

multiplication.

2. As we observed above, the vector space Vect(M) over R of all C∞ vector fields on a

manifold is a Lie algebra (of infinite dimension).

3. Every Lie group has a corresponding Lie algebra, but the converse is not always the

case. A notable example is the complexified Lie algebra of vector fields on the circle.

39The full series is known, and is occasionally useful. It is known as the Baker-Campbell-Hausdorff

formula. See Chapter *** . For present purposes see the exercise below.
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4. It is also worth noting that every V ∈ T1G is associated with two vector fields defined

on all of G. If g0 ∈ G then L(g0) : G→ G is the action of left-multiplication defined

by g 7→ g0g and similarly R(g0) : g 7→ gg0. Then L(g0)∗ : T1G → Tg0G, and so

if V ∈ T1G then (ξL(V ))g0 := L(g0)∗(V ) defines a vector field on all of G called a

left-invariant vector field because L(g1)∗(ξ(V )g2) = ξ(V )g1g2 . For G = GL(n,R) we

can use the matrix elements gij as coordinates on the group and one can show that

for V = eij (the matrix unit in Mn(R) ) we have

ξ(V )g =

(
gtr

∂

∂g

)

ij

= gki
∂

∂gkj
(6.170)

Similarly, one can define right-invariant vector fields using R(g)∗. The tangent to the

path gV (t) at t = t0 is the left invariant vector field ξL(V ) at gV (t0). (See the Section

on group actions below.)

Exercise BCH to lowest nontrivial order

Prove (6.166):

a.) Show that we need only consider terms

gV1(t1)gV2(t2) = 1 + t1V1 + t2V2 + t1t2V1V2 + · · · (6.171)

b.) Now take the logarithm of the above expression and expand to the required order.

Exercise

We defined an algebra A as a vector space over a field κ with a bilinear distributive

product A×A → A.
An algebra is said to be associative if a · (b · c) = (a · b) · c for all vectors a, b, c ∈ A.
Is a Lie algebra an associative algebra?

Exercise

Let T a be a vector space basis for a Lie algebra g. Then there must be elements fabc ∈ κ
- known as structure constants - such that

[T a, T b] = fabc T
c (6.172)

a.) Show that fabc = −f bac
b.) Write out the identity on the fabc implied by the Jacobi identity.
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6.9.2 Remarks on the classification of Lie groups

As with the case of groups, we cannot hope to classify all Lie groups. We need to put some

simplifying criteria.

The manifolds SU(n), SO(n) and USp(2n) := U(2n)∩Sp(2n,C) are all compact. Can

we classify all compact groups? No: Any finite group is a Lie group. (Manifolds can have

dimension zero!) So, what if we insist the dimension is positive? Still no: Given any finite

group F and any Lie group G then G × F is another Lie group. What about compact

connected groups? This is still hard.

A good criterion turns out to be to classify connected, simply connected, simple Lie

groups. A Lie group is said to be a simple Lie group if it has no nontrivial connected

normal subgroups. 40

Thus, for example, U(n) is connected and compact, but is not a simple Lie group

because the central subgroup

Z(U(n)) = {u = z1n×z|z ∈ C & |z| = 1} ∼= U(1) (6.173)

is a nontrivial connected normal subgroup. However, one can show that SU(n) is compact,

connected, simple, and simply connected. Similarly, one can show that USp(2n) has all

these properties. Are there others?

SO(n) is compact, connected, and simple, but not quite simply connected. In fact, for

n > 2, π1(SO(n)) ∼= Z2. We don’t have the tools to prove this, but there is a standard

“coffee cup proof” for the case of n = 3 which will do for the moment. See Figure 34.

The universal cover (see Section §13.7 below) of SO(n) is still a Lie group and is known

as the spin group and will be denoted as Spin(n). Since π1(SO(n)) ∼= Z2 it is a 2-fold cover

and is therefore connected simply connected and compact and fits in the exact sequence:

1→ Z2 → Spin(n)→ SO(n)→ 1 (6.174)

The group Spin(n) is best constructed directly using Clifford algebras. See Chapter ****.

Are there more compact connected simply connected Lie groups? The classification of

Lie groups was begun by Wilhelm Killing and Friedrich Engel in the late 19th century and

for the case of compact connected simply connected Lie groups it was definitively completed

by Elie Cartan in his PhD thesis of 1894. The essential technique is to reduce the problem

to an algebraic problem using the Lie algebra of the Lie group. As in the classification of

finite simple groups, there is a list of infinite series of “easy” examples and a finite list of

exceptional examples. The full list of compact, simple, connected, and simply connected

Lie groups is:

40Unfortunately, there is some variation in the literature about the definition of a simple Lie group.

There is no disagreement about the definition of a simple Lie algebra: A simple Lie algebra is one with no

nontrivial Lie algebra ideals. One definition of a simple Lie group is that it has a simple Lie algebra. We

would then have to admit R, U(1), O(n), . . . as simple Lie groups.
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Figure 34: The coffee cup proof that π1(SO(3)) ∼= Z/2Z. In part (a) imagine a line of frames

for R3 stretching along the arm from shoulder to cup. Now, twisting the arm as in (b) the frames

along the arm are rotated, but the final orientation of the cup is the same as in (a). Therefore,

the frames describe a closed loop in SO(3). You know in your bones that the loop is nontrivial!

Moreover, composing the motion twice gives back the identity. A respectable mathematical proof

uses the construction of Spin(n) in terms of Clifford algebras.

Name Real Dimension Lie algebra Cartan symbol Range of n

SU(n+ 1) n(n+ 2) su(n + 1) An n ≥ 1

Spin(2n+ 1) n(2n+ 1) so(2n+ 1) Bn n ≥ 1

USp(2n) n(2n+ 1) usp(2n) Cn n ≥ 1

Spin(2n) n(2n− 1) so(2n) Dn n ≥ 3

G2 14 g2 G2

F4 52 f4 F4

E6 78 e6 E6

E7 133 e7 E7

E8 248 e8 E8
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A few remarks are in order:

1. First, the structure of Spin(n) is very different in the Cartan-Killing classification for

n even and odd, and hence they are viewed as two different cases.

2. The group in the above list are all non-isomorphic with the (very significant!) excep-

tion of a few examples in low dimension. These are:

• Spin(2) ∼= U(1). (This group is abelian, compact, and not simply connected.

According to some definitions it would be simple.)

• Spin(3) ∼= SU(2) ∼= USp(2)

• Spin(4) ∼= SU(2)× SU(2) (Note this is a not simple group!)

• Spin(5) ∼= USp(4)

• Spin(6) ∼= SU(4)

These isomorphisms are proved using Clifford algebras (note they all involve spin

groups).

3. If a compact Lie group has a compact universal cover which is a product of simple

Lie groups it is semi-simple. Thus, SU(2) × SU(2) and SO(4) are semisimple.

Exercise Lie groups from indefinite forms

In general, if Q is a quadratic form on a vector space over κ then O(Q) is the automor-

phism group of the quadratic form. If h is an Hermitian form on a complex vector space

then U(h) is the group of complex linear automorphisms of h.

Consider the particular example of the matrix:

ηp,q =

(
+1p×p 0

0 −1q×q

)
(6.175)

where p, q are positive integers. Let O(p, q) be the subgroup of A ∈ GL(n;R) with n = p+q

such that Aηp,qA
tr = ηp,q.

a.) Show that O(p, q) is a Lie group.

Now let U(p, q) be the subgroup of A ∈ GL(n;C) such that Aηp,qA
† = ηp,q.

b.) Show that U(p, q) is a Lie group.

6.10 Transversality

Suppose that Σ1 and Σ2 are two submanifolds of a manifoldM . A natural question we can

ask is whether or not they will intersect. Here the concept of codimension becomes quite

useful.
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Figure 35: (a): Transversal intersections in two dimensions. (b): Nontransversal intersections in

two dimension. Note that the codimension rule fails in some of the examples (b).

Figure 36: (a): Transversal intersections in three dimensions. (b): Nontransversal intersections

in three dimension. Note that the codimension rule fails in some of the examples (b).

Suppose codΣ1 = ℓ1 and codΣ2 = ℓ2. Then, locally, Σi are defined by the level sets

of ℓi different functions, say (f1, . . . , fℓ1) = c and (g1, . . . , gℓ2) = c′. If these functions are

independent then in a neighborhood where they intersect we expect the intersection to be a

new submanifold of codimension ℓ1+ ℓ2. That is, we expect codimension should add under

intersection.

To make this precise we need a notion of transversal intersection:

Definition: Two submanifolds Σ1,Σ2 ⊂ M are said to intersect transversally at a point
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Figure 37: Illustrating the local picture of a transversal intersection of two submanifolds of codi-

mension k1 and k2 in a manifold of dimension n.

p ∈ Σ1 ∩Σ2 if

TpΣ1 + TpΣ2 = TpM (6.176)

where on the LHS we mean the vector space generated by the sum of the vectors in TpΣ1

and TpΣ2. In particular, it is not a direct sum, in general.

Examples: Examples of transversal and nontransversal intersections in two and three

dimensions are shown in Figure 35 and Figure 36.

Now we have the important

Theorem: If two submanifolds Σ1,Σ2 ⊂M intersect transversally (i.e. every p ∈ Σ1 ∩Σ2

is a transversal intersection) then Σ1 ∩Σ2 is a submanifold of codimension

cod(Σ1 ∩Σ2) = cod(Σ1) + cod(Σ2) (6.177)

Equivalently (in finite dimensions):

dim(Σ1 ∩ Σ2) = dim(Σ1) + dim(Σ2)− dimM (6.178)

Moreover,

Tp(Σ1 ∩ Σ2) = TpΣ1 ∩ TpΣ2. (6.179)

For a proof e.g. Guilleman and Pollack, Differential Topology. The essential idea

is that the submanifolds are locally defined by collections of independent functions. See

Figure 37. Sometimes a transversal intersection is denoted Σ1 ⋔ Σ2.

Equations (6.177) and (6.178) can be taken as a useful rule of thumb: Note that

the codimension of any submanifold of M must be ≤ n = dimM . (A codimension zero

submanifold is a discrete set of points.) So, we expect, “in general,” that two submanifolds

Σ1 and Σ2 with cod(Σ1) + cod(Σ2) ≤ n will have a nonzero intersection. Equivalently, if

dim(Σ1) + dim(Σ2) ≥ dimM (6.180)
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we expect, “in general,” that they will intersect.

As simple examples, note that two straight lines in the plane in general intersect, and

a straight line and a plane in R3 in general intersect.

Figure 38: The blue and red submanifolds of the plane might or might intersect. In (a) they

intersect transversally. In (b) they intersect nontransversally.

Of course, it is extremely easy to produce lots of counterexamples to the rule of thumb:

1. Two points in M each have codimension n so the sum of codimensions is 2n > n.

Indeed, two randomly chosen points inM will be different and hence will not intersect.

But if they are the same point then the submanifolds intersect. Note that (6.177) is

maximally violated!

2. One dimensional submanifolds manifolds in R2 have a sum of codimensions which is

2, so in general we expect them to intersect in a codimension two submanifold. That

is, we expect them to intersect in points. But of course it is easy to draw examples

where they do not intersect as in Figure 38.

3. One dimensional submanifolds manifolds in R3 have a sum of codimensions which

is 4 > 3, and indeed do not in general intersect. But of course, we can also have

intersecting one-dimensional submanifolds in R3.

The notion of “generic” can be made more precise:

A property P of a function f is said to be stable if for any homotopy ft with t ∈ (a, b),

a < 0 < b, and f0 = f , there is a sufficiently small ǫ such that the property P is true of ft
for all t ∈ (−ǫ, ǫ).

Given a transverse intersection of submanifolds the property of intersecting is a stable

notion. (The function in question is the immersion of the respective submanifolds.)

Some important properties which are stable are

1. f is a diffeomorphism.

2. f is an immersion, submersion, or embedding
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Example: An example which is popular in string theory is the following: Let us consider

the intersection of two affine planes in RN . Suppose they have dimensions p and N − p.
Without loss of generality we can choose coordinates (x1, . . . , xN ) on RN so that the p-

dimensional plane Σ1 is given by

xp+1 = xp+2 = · · · = xN = 0 (6.181)

Now, the general (N − p)-dimensional affine plane Σ2 will be determined by p equations of

the form
N∑

j=1

Aajx
j = La 1 ≤ a ≤ p (6.182)

where A is an (N − p) × N matrix. We compute the intersection Σ1 ∩ Σ2 by setting

the final (N − p) coordinates to zero in (6.183). Thus, the intersection consists of points

(x1, . . . , xp, 0, . . . , 0) such that

p∑

b=1

Aabx
b = La 1 ≤ a ≤ p (6.183)

Now, for a generic hyperplane, Aab will be invertible and there will be a solution. Thus,

the hyperplanes intersect in a unique point. However, if Aab has rank less than p, and the

vector La is in the image of A the intersection will be a hyperplane of positive dimension.

If Aaj has rank less than p a generic perturbation will make it rank p. Thus, the higher-

dimensional intersections are unstable, but the 0-dimensional intersections are stable.

Exercise

a.) Consider two 5-dimensional hyperplanes in 10-dimensional Euclidean space. Find

configurations in which they intersect in hyperplanes of dimensions 0, 1, 2, 3, 4, 5.

b.) Consider hyperplanes of dimension p1 and p2 in RN . Write out conditions for them

to intersect in hyperplanes of dimensions ≤ Min[p1, p2].

6.10.1 Relative Transversality

TO BE WRITTEN.

6.11 Intersection Numbers

A case of particular importance is the case when Σ1 and Σ2 have complementary dimensions

in M , that is,

dimΣ1 + dimΣ2 = dimM (6.184)

Or, equivalently

codΣ1 + codΣ2 = dimM (6.185)
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In this case the rule of thumb suggests they will generically intersect in a collection of

discrete points. There is a way to associate a deformation invariant quantity associated

with such configurations known as the intersection number.

As Figure 38 shows, just counting the number of points of intersection is not going to

be deformation invariant. However, one can prove 41 that the number of points modulo two

is invariant, provided the intersections are transverse. See Figure 38. In (a) and (c) the

number of intersections modulo two is zero. In (b) it is one, but this is a nontransversal

intersection. This invariant is called the mod-two intersection number.

Figure 39: The purple curve is a perturbation of the central red curve. The self-intersection

modulo two is 1mod2.

Example: Consider the central circle of a cylinder. The self-intersection is zero. Now

consider the central circle of a Mobius strip. The self-intersection (modulo two) is 1. This

again reflects the nontrivial topology of the strip. See Figure 39.

If, moreover, M is orientable and Σ1 and Σ2 are also orientable then we can go further

and assign an integer, not just an integer modulo two.

In order to do this note that if Σ1 and Σ2 intersect transversally at p ∈ M then we

have a direct sum

TpΣ1 ⊕ TpΣ2
∼= TpM (6.186)

Consequently, if Σ1, Σ2 and M are all orented then any oriented basis {v1, . . . , vk1} for

TpΣ1 and {w1, . . . , wk2} for TpΣ2 can be used to produce a basis

{v1, . . . , vk1 , w1, . . . , wk2} (6.187)

for TpM . We say the local intersection number at p, denoted ιp(Σ1,Σ2) is +1 if the

orientation agrees with M and is −1 if it disagrees.

It is not difficult to see that ιp(Σ1,Σ2) = ±ιp(Σ2,Σ1) and the pairing is antisymmetric

iff codΣ1 and codΣ2 are odd.

41See, for example, Guilleman and Pollack, Differential Topology
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If Σ1 ⋔ Σ2 intersect transversally and there are a finite number of intersection points

then we set:

ι(Σ1,Σ2) :=
∑

p∈Σ1∩Σ2

ιp(Σ1,Σ2) (6.188)

This number is called the oriented intersection number and is a deformation invariant.

Remarks:

1. If Σ ⊂M is a submanifold of half the dimension of M then the self-intersection is

obtained by making a generic perturbation of Σ̃ of Σ and computing the number of

intersections of Σ ⋔ Σ̃ modulo 2. If Σ and M are both oriented then we compute

ι(Σ, Σ̃).

2. One can show that the Euler character of a manifold M can is the self-intersection

of the diagonal ∆ = {(p, p)|p ∈M} ⊂M ×M .

Figure 40: Two oriented one-dimensional manifolds intersect in the plane with standard orienta-

tion: A basis {e1, e2} is in the standard orientation if e1 × e2 points upward. The two intersection

points make equal and opposite contributions to the intersection number ι(Σ1,Σ2). The intersec-

tions can clearly be removed by a smooth deformation of, say, Σ2.

6.11.1 The Whitney disk trick

Suppose we have two transversally intersecting submanifolds Σ1 and Σ2 in a manifold M .

We can ask whether we can deform them continuously to make the smallest number of

intersections. Ideally, the intersection number ι(Σ1,Σ2) should have no cancelling terms.

For example, for oriented curves in the plane this can clearly be done. See Figure 40. How

does this generalize to higher dimensions? Suppose we have the situation shown in Figure

41. The Whitney disk trick involves choosing two curves α, β connecting the intersections

with opposite intersection number so that α ⊂ Σ1 and β ⊂ Σ2, and so that they do not

pass through any other intersections of Σ1 and Σ2. Then, provided

cod(Σ1) + cod(Σ2) = dimM ≥ 5 (6.189)

one can bound α ◦ β by an embedded disk.
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Figure 41: Generalizing the deformation eliminating canceling points to higher dimensions.

Figure 42: Generalizing the deformation eliminating canceling points to higher dimensions.

This should be plausible based on what we have proven: Recall that it was easy to prove

the version of the Whitney embedding theorem where an n-manifold could be embedded

into R2n+1. Here we have an extra constraint provided by the edge of the disk, so we can

only expect to embed the disk in 5 or higher dimensions.

Once we have a nonself-intersecting disk we can use it to deform Σ2 along the disk

to make a homotopy Σt2 which removes the two intersections that were giving canceling

contributions to ι(Σ1,Σ2). See Figure 42. Note that this suggests there might be an

important difference between topology above and below four dimensions. We will come

back to this point.

For more about this, and further references, see the very nice discussion by R. Kirby
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at http://celebratio.org/Whitney H/article/220/

6.11.2 Intersection pairing and homology theory

The intersection number plays an important role in homology theory. See Section **** for

a formal definition of (co)homology theory. For our present purposes we for an abelian

group A we define Hp(M ;A) to be a quotient of abelian groups Zp/Bp. The abelian group

Zp generated by all closed p-dimensional submanifolds 42 and the subgroup Bp is generated

by submanifolds which are boundaries of (p + 1)-dimensional submanifolds. The groups

Hp(M ;Z2) are defined using all submanifolds while the groups Hp(M ;Z) are defined using

only oriented submanifolds.

The deformation invariance of the intersection number is sufficiently strong that it

descends to pairings on the homology groups:

Hp(M ;Z2)⊗Hn−p(M ;Z2)→ Z2 (6.190)

Hp(M ;Z)⊗Hn−p(M ;Z)→ Z (6.191)

where in the latter case M should be compact and oriented.

Example 1: As an example considerH1(Σ;Z) for an oriented compact surface Σ of genus g.

In this case H1(Σ;Z) ∼= Z2g and a standard basis can be represented by the one-dimensional

submanifolds AI , B
I , I = 1, . . . , g shown in Figure 43. The intersection form with respect

to this basis is just the standard matrix J used to define a symplectic transformation.

Example 2: A very significant example of the above pairing is the intersection pairing

of H2(M ;Z) when M is a compact oriented four-dimensional manifold. H2(M ;Z) is an

abelian group, and it can be shown to be finitely generated. Therefore there is an exact

sequence

0→ Tors(H2(M ;Z))→ H2(M ;Z)→ Zb2 → 0 (6.192)

The rank b2 is called the second Betti number. Recall that Tors(H2(M ;Z)) is the tor-

sion subgroup. This is a finite abelian group. Recall that means that for any [Σ] ∈
Tors(H2(M ;Z)) there is an integer n so that n[Σ] = 0. Since the intersection pairing is

linear, it vanishes on the torsion subgroup and therefore passes to a quadratic form

Q : Zb2 × Zb2 → Z (6.193)

Choosing a basis, Q is represented by a symmetric integral matrix q. If we change basis

then the matrix changes by q → gqgtr where g ∈ GL(b2;Z). Moreover, a deep theorem

called Poincaré duality ensures that the matrix q has determinant det(q) = ±1.
42This is inaccurate, but will serve for the present heuristic discussion. Actually, one wants to replace

p-dimensional submanifolds by “p-cycles.” These are formal linear combinations of continuous maps from

the p-simplex into the space M such that a (suitably defined) boundary vanishes. They are considered

up to additions of boundaries of (p + 1)-dimensional simplices. It is a nontrivial problem to decide if a

homology class can be represented by a submanifold and counterexamples exist in higher dimensions. This

problem was addressed by R. Thom in “Quelques proprits globales des varits diffrentiables.” The first

example is a 7-dimensional homology class in a 10-manifold. See C. Bohr, B. Hanke, and D. Kotschick,

http://arxiv.org/pdf/math/0011178.pdf.
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Figure 43: Standard A- and B- cycles on a genus g surface.

As a good example, consider M = S2×S2. Then [Σ1] = [S2× pt] and [Σ2] = [pt×S2]

generated H2(M ;Z) and in this basis

Q =

(
0 1

1 0

)
(6.194)

6.12 Linking

Closely related to the above case is the case when two closed submanifolds satisfy

cod(Σ1) + cod(Σ2) = dimM + 1. (6.195)
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Figure 44: The blue and red submanifolds have one transverse direction in common and globaly

could link.

that is

dim(Σ1) + dim(Σ2) = dimM − 1. (6.196)

In this case we can sometimes define a linking number. The basic idea is that the local

picture of two such submanifolds would be that shown in Figure 44.

For example, if f1 : S
k1 → Rk1+k2+1 and f2 : S

k2 → Rk1+k2+1 is a map of spheres then

the images Σ1,Σ2 will generically link. This generalizes the linking of two knots in R3. We

can define the linking number by extending f1 to a map of a disk or f2 to a map of a disk

and computing the resulting intersection number:

L(Σ1,Σ2) := ι(D1,Σ2) = ι(Σ1,D2) (6.197)

Note that this generalizes the Gauss linking number of Section *** above.

Example 1: One of the simplest topological field theories is “BF-theory,” which, in

its simplest incarnation is a theory of abelian gauge potentials which are k-forms. So A

is a k1-form on spacetime M with fieldstrength F = dA. Similarly, B is a k2-form with

fieldstrength G = dB. Gauge transformations include A→ A+dλ and B → B+dµ. Then,

if M is oriented and of dimension k1 + k2 + 1 we can form the action

S ∼
∫

M
AdB (6.198)

which is gauge invariant when M is closed. Gauge invariant observables can be associated

to k1- and k2-dimensional submanifolds, respectively. They generalize Wilson lines:

Wqe(Σ1) := expiqe

∫

Σ1

A Wqm(Σ2) := expiqm

∫

Σ2

B (6.199)

In general these expressions only really make sense when Σ1 and Σ2 are boundaries of some

other submanifold in M . In this very simple quantum field theory one can show that the

correlation function is of the form

exp[κqeqmL(Σ1,Σ2)] (6.200)
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where κ is a constant that depends on how we normalize the action.

Example 2: The above ideas are often applied in discussions of “p-branes” in su-

pergravity and string theories. In physics a “p-brane” is a p-space-dimensional extended

object moving in spacetime. The worldvolume is (p+1)-dimensional and is generally taken

to be an embedded submanifold. In these theories there are generalizations of Maxwell the-

ories with fieldstrengths which are totally antisymmetric tensors Fµ1...µn of various ranks

n. Thus they can be viewed as n-forms

F =
1

n!
Fµ1...µndx

µ1 ∧ · · · ∧ dxµn (6.201)

In general, if a p-brane fills a submanifold of codimension r, so that (p + 1) + r = D is

the dimension of spacetime, then there is a corresponding fieldstrength of degree (r− 1) so

that the p-brane is a magnetic source:

dF = Qp

r∏

i=1

δ(fi)dfi (6.202)

where the brane worldvolume is locally defined by the r equations f1 = · · · = fr = 0 and

Qp is some way of parametrizing the charge of the brane with respect to this gauge field.

The generalization of Gauss’s law for measuring charge states that the charge of the

p-brane can be measured by integrating F over a linking (r− 1) = D− p− 2 sphere. Here

D is the dimension of spacetime.

Now, in generalized Maxwell theories there is a generalized notion of electromagnetic

duality. Two branes with p1, p2 are electro-magnetically dual if they are magnetic sources

for Hodge-dual fieldstrengths: F1 = ∗F2. Here the only thing you need to know about

Hodge ∗ is that it is a linear operator taking n-forms to D−n forms. Therefore two branes

can only be dual if:

[D − (p1 + 2)] = D − [D − (p2 + 2)] (6.203)

or in other words:

p1 + p2 = D − 4 (6.204)

So

• In 4-spacetime dimensions: Particles p = 0 are “dual” to particles p = 0.

• In 6-spacetime dimensions: Strings p = 1 are “dual” to strings p = 1.

• In 10-spacetime dimensions: Strings p = 1 are “dual” to 5-branes p = 5.

Note that the linking spheres of two such branes typically intersect in points.

6.13 Introduction to singularity theory

Roughly speaking, singularity theory is the study of maps of manifolds where the generic

behavior we have described in the above sections fails. This happens when the rank of df

jumps in some way.

This is an enormous subject and we will just touch a few points briefly.
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6.13.1 Some motivations

1. Saddle point techniques in field theory. In field theory and statistical mechanics we

are interested in integrals having the general form:

Z(g, ~) ≡
∫

Rn

n∏

i=1

dxi√
2π~

exp

[
−1

~
S(x1, . . . , xn; gα)

]

Here S is a real-valued function of the integration variables xi and gα, with suitable

growth at infinity so the integral converges. We would like to know the dependence on

parameters gα (they could be coupling constants, temperature, magetic fields, etc.)

at least as ~ → 0. In this context, the parameters gα are called control parameters.

When applying the saddle-point method to such integrals one is interested in critical

points of the function as a function of xi (possibly analytically continued to complex

xi).

2. Asymptotic behavior of special functions. Many special functions of mathematics and

mathematical physics are defined by integral representations depending on parame-

ters. As just one example we consider the Airy function

Ai(ω) :=

∫ +∞

−∞

dx

2π
e
i
(

x3

3
+ωx

)

(6.205)

Once again, ω now plays the role of a “control parameter.” It is important in many

applications to understand the (somewhat subtle) asymptotic behavior of Ai(ω) as a

function of ω for large |ω|.

3. Caustics in optics. In geometrical optics the intensity of light at a point y, denoted

I(y) is related to an amplitude A(y) by I(y) = |A(y)|2 where

A(y) =
1

λ

∫

S
ψ(x)e

2πi
λ

Φ(x;y)d2x (6.206)

where λ is the wavelength of the light, S is the source of the light, and ψ(x) is the

amplitude of the light at the source, Φ(x; y) is the “optical path length” from x to

y, and we have taken the “eikonal approximation.” For much more information see

the classic textbook: Born and Wolf, Principles of Optics. Once again, in the short-

wavelength approximation we are interested in the critical points of Φ(x; y) in x as a

function of y.

4. Equilibrium of forces. Suppose V (x; c) is a potential energy function as a function

of state variables x, depending on control parameters c. Then the equations for

zero-force are that V (x; c) has a critical point as a function of x.

5. Thermodynamics and phase transitions. Similarly, we could have a free energy func-

tion F (φ; c) for some fields or order parameters as a function of couplings or other

external parameters c. A groundstate would be obtained by minimizing F as a

function of the order parameters φ. Call the minima φ(α)(c) (there might be more
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than one so we label the by α). In general, if the control parameters are changed

by a small amount the groundstate order parameters φ(α)(c) will change by a small

amount. However, there are some cases where a small change in control parameter

leads to a large change in φ(α)(c). This is what happens in phase transitions.

6. Gradient flow. We could also consider a potential U(x; c) for gradient flow in some

variables xi. This is the set of one-parameter flows satisfying the differential equation

dxi

dt
= −∂U

∂xi
(6.207)

Again, we can ask how the qualitative behavior of the flows changes as the control

parameters are changed.

Exercise Gradient flow

a.) Show that under gradient flow (6.207) the potential function U is always nonin-

creasing with time along the flow.

b.) For which initial conditions is it strictly decreasing?

c.) Let U(x) be a polynomial in one variable such that U ′(x) has n real roots. Describe

the gradient flows.

6.13.2 Canonical forms of functions

Let us consider a function f : Rn × Rk → R, where we separate the domain variables

into two types (x; c) ∈ Rn × Rk called state variables and control parameters. That is we

should be thinking of families of functions f : Rn → R, parametrized by c ∈ Rk. Put

differently, we are studying generic k-dimensional subspaces of Map(Rn,R) where, to get

precise statements, we must put some conditions on the kinds of maps we wish to consider.

Now, we ask how much we can simplify our function using (suitable) changes of vari-

ables.

For simplicity, we will consider our function to be real analytic (i.e. it has a convergent

Taylor series expansion) and we consider real analytic changes of variables, so we consider

k-dimensional subspaces of Mapanalytic(Rn,R). The theory can be extended to smooth

functions.

First, recall what we know from the implicit function theorem: If

df(x0; c) =
∂f

∂xi
|x0dxi 6= 0 (6.208)

then we can solve for x in terms of f . Put differently, we can find a change of variables

xi → yi = aij(x− x0)j + aijk(x− x0)j(x− x0)k + · · · (6.209)

where we allow the aij1j2··· to depend on c so that we can transform f(xi(y); c) = y1, valid

in a neighborhood of x0.
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Next, suppose xc is a critical point, so df(xc; c) = 0. Recall that the Hessian of f is

the matrix of second derivatives at xc:

f =
1

2
Hij(x

i − xic)(xj − xjc) + aijk(x
i − xic)(xj − xjc)(xk − xkc ) + · · · (6.210)

We stress that the coordinates of the critical point xic and the Taylor coefficients, including

Hij , are functions of c. The critical point is a Morse critical point if detHij 6= 0, and then

we have the important:

Morse Lemma: Near a Morse critical point, by a smooth change of variables we can find a

change of variables yi(x; c) so that x = xc corresponds to y
i = 0 and, in some neighborhood

of y = 0 we have:

f =

n∑

i=1

λi(c)y
2
i (6.211)

Proof....

Now, what happens if, as a function of control parameters Hij(c) = Hij(xc(c); c)

becomes degenerate? Then we have the Thom Theorem:

Thom Theorem: Suppose at a value c = c∗, ℓ eigenvalues λi vanish. Say λi(c∗) = 0 for

1 ≤ i ≤ ℓ and λi(c∗) 6= 0 for i > ℓ. Then by a change of variables (6.209) we can bring f

to the form:

f = fNM(y1(x; c), . . . , yℓ(x; c)) +
n∑

i=ℓ+1

λi(c)y
2
i (6.212)

where

1. For ℓ+ 1 ≤ i ≤ n, λi(c) are nonzero in some neighborhood of c∗
2. In a neighborhood of (x∗; c∗) ∈ Rn × Rk the non-Morse function has the form

fNM (y) = G(y) + P (y; c) (6.213)

where P (y; c), the perturbation, vanishes at c∗ and G(y) is a“canonical germ” or “catas-

trophe germ” for the singularity.

Part two is unfortunately rather vague. G(y) is, roughly speaking, the “simplest” form

for the non-Morse function at c = c∗. The perturbation is the simplest form for the non-

Morse function we obtain by a generic perturbation of f in a k-dimensional subspace of

Mapanalytic(Rn,R) near f(x; c∗). (To say it right we would need to talk about germs and

jets. See the books of Arnold listed below for precise statements.)

Example: For example, suppose n = 1 and all the Taylor coefficients at c = c∗ below xV

vanish so that

fNM (x; c∗) = aV x
V + aV+1x

V+1 + · · · (6.214)

where aV 6= 0. Then, by an analytic change of coordinates we can determine all the

coefficients αn in

x = α1y + α2y
2 + · · · (6.215)
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so that

fNM (x(y); c∗) = ±yV (6.216)

Indeed, substitution of (6.215) into (6.214) gives an upper triangular system of equations

on the αn allowing us to remove the higher-order coefficients in (6.214) and bring it to the

form (6.216). In the case of real variables, if V is even then we can only reduce aV to its

sign.

Now, if we perturb c away from c∗ in the k-dimensional family of functions we will

change

fNM (y; c)→ ±yV + (ǫ0 + ǫ1y + ǫ2y
2 + · · · ) (6.217)

where the ǫn are functions of c which all vanish at c = c∗. Once again, by analytic

redefinition of y we can remove all the terms above yV . By a linear shift of y we can then

remove the order yV−1 term, but then we are stuck. Putting these two steps together, our

change of variables x =
∑∞

j=0 αj(c)y
j can be chosen so that for c near c∗

fNM (x(y); c) = ±yV +

V−2∑

i=0

ai(c)y
i (6.218)

where ai(c∗) = 0. Now, by further change of variables we cannot, in general remove the

lower order terms in a family, with the exception of aV−1 which can be removed by a linear

shift of y.

In this example G(y) = ±yV and P (y; c) =
∑V−2

i=1 ai(c)y
i. Shifting by P (y; c) changes

the qualitative behavior of G(y), when V > 2.

Next, we need the notion of a simple singularity or an elementary singularity. If the

Hessian H(f) vanishes at c = c∗ then the Taylor series for f begins at order three:

f =
∑

i,j,k

aijkx
ixjxk + · · · (6.219)

we can ask if we can make an analytic change of coordinates

xi = Bi
jy
j +Bi

jky
jyk + · · · (6.220)

to put the leading term into canonical form. In general there will be unremovable pa-

rameters. The leading coefficient aijk is a totally symmetric tensor in n-dimensions and

therefore has ((
n

3

))
=
n(n+ 1)(n+ 2)

3!
(6.221)

independent terms. Since there are n2 matrix elements, there will be free parameters when((n
3

))
> n2, that is, when n ≥ 3.

The singularity germs with no free parameters are called elementary singularities. The

canonical germs and perturbations have been classified by Arnold:
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Name Germ Perturbation

A±
k ±xk+1

∑k−1
i=0 aix

i

D±
2k ±y2k−1 + x2y

∑2k−3
i=0 aiy

i + b1x+ b2x
2

D±
2k+1 ±(y2k + x2y)

∑2k−2
i=0 aiy

i + b1x+ b2x
2

E±
6 ±(y4 + x3)

∑2
i=0 aiy

i +
∑5

j=3 bjxy
j−3

E7 xy3 + x3
∑4

i=0 aiy
i +
∑6

j=5 bjxy
j−5

E8 y5 + x3
∑3

i=0 aiy
i +
∑7

j=4 bjxy
j−4

1. In contrast to some tables we have kept the constant perturbation a0 as one of the

perturbations. It is often dropped because it can be absorbed in a constant shift of

f , and it doesn’t change many qualitative aspects of f . It does change qualitatively

the behavior of some things, like roots.

2. A±
k are equivalent for k even.

3. The refinements of ± above disappear if we consider complex functions of complex

variables.

4. The space of perturbations forms a vector space. This vector space is canonically

isomorphic with

R[xi]/(dG) (6.222)

where we divide the polynomial ring R[x1, . . . , xn] by the ideal generated by the

functions ∂iG, where G is the catastrophe germ. The perturbations given above

clearly descend to elements of this vector space.

5. The relation to simple Lie groups is not an accident.

6. There is a rich extension of this theory to holomorphic functions of complex variables.

Among its many applications, it has found use in string theory and supersymmetric

field theory.

Exercise

Consider gradient flow in the (x, y) with a potential U(x; c) given by the simple singu-

larities with generic perturbation. (For A±
k add +y2 to the potential).

Draw the flow lines between the critical points. 43

43Answer : If you do it right, you should get the Dynkin diagrams of the corresponding simple Lie algebra.
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6.13.3 Germs, Jets, and Unfoldings

Here we give a few formal definitions needed to make some of the above statements more

precise.

First, one must put a topology on the space of analytic mappings Rn → Rm. This can

be done by using the Taylor series coefficients around x = x0 ∈ Rn. We define a subbasis

for the topology by using the open balls B(f ;x0; ǫ) around a function f defined by saying

it is the set of functions g whose Taylor series coefficients satisfy

m∑

a=1

∞∑

n=0

∑

i1,...,in

|fai1...in − gai1...in |2 < ǫ (6.223)

Now, we define an equivalence relation f ∼ g if f can be brought to g by an analytic

redefinition of (domain) coordinates. Thus, x2 ∼ x2 + 2x + 1, and more generally x2 ∼
x2 + 2ax+ a2 for any real number a.

Definition f is stable if there exists a neighborhood U of f so that for all g ∈ U , g is

equivalent to f .

Note:

1. Morse functions Rn → R are locally stable.

2. The class of Morse functions can be shown to be open and dense in the above

topology.

Definition The germ of a function is an equivalence class of functions where f ∼ g if there

exists an open set U ⊂ Rn on which f |U = g|U .

Let Gn be the set of germs of all functions f : Rn → R with f(0) = 0. It is a vector

space, in fact, it is an algebra.

Definition:

a.) A k-parameter unfolding of a germ [f ] is a germ of the form [F ] where

F : Rn × Rk → R (6.224)

F (x, 0) = f(x) (6.225)

b.) An unfolding is a universal unfolding if it is stable and minimal in k.

Theorem[Mather]: f has a universal unfolding iff the vector space

Gn/(
∂f

∂xi
) (6.226)

is finite dimensional.
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6.13.4 Some Examples

Let us consider some examples of unstable functions f : Rn → R and their unfoldings.

Definition: The bifurcation set, or discriminant locus of f(x; c) is the set of control pa-

rameters for which some critical points are non-Morse.

Example 1: Consider f(x) = x2. This has a critical point at x = 0 and it is Morse. Note

that it is stable in the following sense: If we make a perturbation to

f(x) = x2 + a1x+ a0 (6.227)

then the critical point shifts, (to xc = −a1/2) but it is still a Morse critical point. By a real

change of variables and a shift of f(x) by a constant we can change coordinates to f̃ = y2.

Thus, a generic shift of a quadratic remains diffeomorphic to a quadratic. This generalizes

to n-dimensions: If f(x) =
∑
λix

2
i and all the λi are nonzero then a generic perturbation

of f(x) can be brought to quadratic form by a diffeomorphism. Thus, Morse functions are

stable.

Example 2: Now consider f(x) = x3. Now if we make a perturbation

f(x; a) = x3 + ax (6.228)

where a 6= 0 the nature of the critical point depends on the control parameter a. If a > 0

there is no (real) critical point. If a < 0 there are two real critical points, and they are

both Morse. These critical points are ±(−a/3)1/2 and as a ր 0− they merge to a double

root and then move off in complex conjugate pairs into the complex plane. This reflects

a qualitative change in the graph of f(x) as the control parameter a is changed. See

Figure 45. The function f(x) = x3 is unstable. After making a small perturbation we get

functions which cannot be brought to the form f(y) = y3 by any diffeomorphism, since a

diffeomorphism will not change, for example, the number of roots.

Example 3: Now consider f(x; a, b) = 1
4x

4 + 1
2ax

2 + bx, where (a, b) ∈ R2 are control

parameters. Then the equation for the critical point is the equation for the root of a cubic

p(x) = x3 + ax+ b = 0, and we have analyzed above in Figure 33 how the roots behave as

a function of (a, b). The critical points are Morse if 3x2c + a 6= 0. That is, they fail to be

Morse if

x3c + axc + b = 0

3x2c + a = 0
(6.229)

For generic a, b the discriminant ∆ = 4a3 + 27b2 6= 0 and the critical points are all Morse.

The bifurcation set is the locus in the (a, b) plane where ∆ = 0. When (a, b) move on a

path crossing the bifurcation set, and the path crosses the set at a generic point two critical

points merge and the the qualitative nature of the function f(x; a, b), as a function of x,
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Figure 45: We plot the two critical points as a function of the control parameter a. Typical curves

associated with a in the two regions separated by the separatrix a = 0 are shown below. a = 0 is

also called the bifurcation set.

changes. See figures 46 and 47. At the nongeneric point, the tip of the cusp ∆ = 0 all

three critical points merge to give f(x) = x4/4.

A common application is in the theory of phase transitions in thermodynamics where

f(x; a, b) is a potential energy, x is a state variable and a, b are control parameters such as

temperature and magnetiziation. If the control parameters evolve at a constant velocity

then the state variable will jump suddenly, or discontinuously at the point p5 in Figure 47.

This is easily understood from the shape of the potential function as shown in Figure 48.

Remark: The sudden change of the state variable as a function of control variables in

the above example (and in other similar examples) is the origin of the term “catastrophe

theory.” In the early 1970’s it was proposed by the topologists René Thom and Christopher

Zeeman that there could be wide-ranging applications of topology, specifically of results

on the singularities of differentiable functions, to many topics very far removed from the

traditional uses in mathematics (particularly differential equations), physics and engineer-

ing. See, for example, the book: Zeeman, E. C. ( 1977), Catastrophe Theory: Selected
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Figure 46:

Papers (1972-1977), Reading, MA: Addison-Wesley, where the term “catastrophe theory”

was coined. Applications were proposed in economics, biology, social sciences, behavioral

sciences, etc. It lead to a lot of attention in the popular press and generated a lot of

controversy. 44

6.13.5 Maps between manifolds

**************

TO BE WRITTEN

44See, for just one example, M.W. Browne, “Experts Debate The Prediction Of Disasters; A Theory of

Forecasting Events Prompts Bitter Scientific Debate,” New York Times, Nov. 19, 1977, p.47
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Figure 47: The control parameters move along the path ℘. We attempt to find a lift of ℘ to

describe a corresponding family of equilibria. Proceeding from p1 to p5 the state evolves smoothly,

but then makes a “catastrophic” discontinuous jump as the control parameter is move to p6.

**************

Theorem: A generic map f :M1 →M2 for dimM2 > 2dimM1 is an embedding.

Whitney: Three stable types of f : R2 → R2. Vision. Caustics.

6.13.6 Complex singularities

Holomorphic: f : Cn+1 → C with f(0) = 0.

Suppose 0 is an isolated critical value.

Suppose moreover that the only critical point in f−1(0) is (z1, . . . , zn+1) = 0. Such a

critical point is said to be an isolated critical point.
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Figure 48: Profiles of the potential function for the path ℘ of control parameters.

f−1(t) is nonsingular real codimension two hypersurface of Cn+1 for t in a sufficiently

small punctured disk: t ∈ B(0, δ) − {0}.
Now consider the sphere of radius-square ǫ > 0 in Cn+1:

S2n+1(ǫ) := {z||z1|2 + · · ·+ |zn+1|2 = ǫ} (6.230)

Then it is a theorem that there is an ǫ0 such that for 0 < ǫ < ǫ0 the topoology of the

intersection L(ǫ) = f−1(0)∩S2n+1(ǫ) does not depend on ǫ, that is, L(ǫ) are homeomorphic

for different ǫ. The topological space L is called the link of the singularity. Moreover, if 0

is an isolated singularity of f then the intersection is transverse and hence we can think of

L as a compact real codimension two submanifold of S2n+1.
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Example: Consider n = 1. Then L ⊂ S3 is a knot. For example, for f(z) = z31 + z22 the

knot will be the trefoil.

**************

Need to discuss Milnor algebra C[z1, . . . , zn+1]/(df).

**************

6.13.7 Some sources

1. Arnold, Catastrophe Theory, Springer-Verlag. Popular level book.

2. J.W. Auer, “Mathematical Preliminaries to Elementary Catastrophe Theory,” Math-

ematics Magazine, vol. 53, pp. 13-20. http://www.jstor.org/stable/2690024. Short

undergraduate-level article.

3. R. Gilmore, Catastrophe Theory for Scientists and Engineers, Dover 1993

4. R. Gilmore, “Catastrophe Theory,” Encyclopedia of Applied Physics, Vol. 3, 1992

5. V.I. Arnold, S.M. Gusein-Zade, and A.N. Varchenko, Singularities of Differentiable

Maps, vol. 1 +2

6. V.I. Arnold, V.V. Goryunov, O.V. Lyashko, V.A. Vasil’ev, Singularity Theory, vol.

1 +2

7. J.W. Bruce and P.J. Giblin, Curves and Singularities, Cambridge, 1992

8. Saunders, An introduction to catastrophe Theory, Cambridge, 1980

For the holomorphic theory see:

1. V.I. Arnold, V.V. Goryunov, O.V. Lyashko, V.A. Vasil’ev, Singularity Theory, vol.

1 +2

2. J.W. Bruce and P.J. Giblin, Curves and Singularities, Cambridge, 1992

3. Dimca, Singularities of Hypersurfaces

4. J. Milnor, ...

6.14 Digression: Classification of manifolds

What can we say about the classification of manifolds?

A natural way to organize the problem is by dimension. The case of dimension one is

easy and was discussed above. There is only one compact one-manifold without boundary,

namely, the circle.

Manifolds of dimension two are more complicated. Of course we can take direct prod-

ucts to get S1 × S1 = T 2, but of course there are many more examples, such as genus g

surfaces and their nonorientable counterparts. In the case of n = 2 we have a beautiful
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classification. We discuss it in Section §10. They are classified by: Orientability (or not),

number of boundary components, and Euler character.

The situation is completely different in dimensions three and larger where the problem

is much harder. Of course, we could take products like S1×Σ, where Σ is a two-dimensional

manifold. But many more possibilities arise. An important fact is that for a surface Σ the

group of diffeomorphisms Diff(Σ) has a natural topology and it is disconnected (except

when Σ = S2). For example π0(Diff(T 2)) ∼= PGL(2,Z). For higher genus surfaces the

group is known as the Teichmuller group and is rather nontrivial.

Now, consider an arbitrary knot K ⊂ S3. Its tubular neighborhood is diffeomorphic

to S1×D2 and has boundary S1×S1. Thus, we could cut out the neighborhood and glue

it back in with a general diffeomorphism of the torus. Similarly, we could take two genus

g handlebodies, (analogs of the solid torus with boundary a genus g surface Σ). Take a

diffeomorphism φ ∈ Diff(Σ) and glue the handlebodies together. Clearly, there is a large

universe of complicated three manifolds. 45

Do you think it gets better, or worse, in higher dimensions?

6.14.1 Three categories of manifolds

In discussing this topic an essential point is that there are different kinds of manifolds

depending on what conditions we put on the gluing functions

φαβ : φα(Uα ∩ Uβ)→ φβ(Uα ∩ Uβ) (6.231)

used to construct a manifold from an atlas.

These lead to three categories that are commonly discussed:

TOP: The φαβ are homeomorphisms, and morphisms of manifolds are continuous

maps in local coordinate charts.

PL: The φαβ and morphisms of manifolds are “piecewise linear on suitably fine trian-

gulations.”

DIFF: The φαβ are diffeomorphisms, and morphisms of manifolds are smooth maps

in local coordinate charts.

Remarks:

1. In physics we generally work with differentiable manifolds and maps of manifolds,

although it is important to allow singularities.

2. The category PL is not often used in physics (except implicitly in statistical mechan-

ics and lattice field theory). It is rather technical so we won’t give precise definitions.

Roughly speaking, it means the manifold admits a triangulation. The gluing func-

tions are piecewise affine-linear transformations.

45A decomposition of a closed 3-manifold of the above type is known as a Heegaard splitting. By a theorem

of Moise, every 3-manifold can be triangulated. Take the 1-skeleton and thicken it to get a handlebody.

This shows that every three-manifold admits a Heegaard decomposition. The trouble is, there are a lot

of nontrivial diffeomorphisms of a surface to itself, and it can be hard to recognize two equivalent 3-folds

constructed from different Heegaard splittings.
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It should be plainly evident that every smooth manifold also defines a topological

manifold, since a diffeomorphism is a fortiori also a homeomorphism: We just forget

the differentiability. Similarly, a PL manifold also defines a topological manifold. Thus

DIFF ⊂ TOP and PL ⊂ TOP.

It is nontrivial, but true, that a smooth manifold is uniquely a PL manifold. This is a

theorem of Whitehead. Thus we have

DIFF ⊂ PL ⊂ TOP (6.232)

In dimensions 1, 2, 3 the three categories are “the same:” Every topological manifold

admits a unique PL or smooth structure. (Unique up to PL or smooth equivalence.)

However, in dimensions four and above these three categories are very different. We will

list a few facts.

Let us start with a manifold M in TOP. We should ask two fundamental questions:

1. Can we put M in PL? That is, roughly speaking, can we triangulate M?

2. If M can be triangulated, can it be triangulated in a unique way?

A theorem of Moise states that the answer to both question is “yes” if dimM ≤ 3.

However, in higher dimensions the answer can be “no.” Kirby and Siebenmann showed

that for compact manifolds without boundary of dimension dimM ≥ 5 there is a single

topological invariant

κ(M) ∈ H4(M ;Z2) (6.233)

(we are not explaining the precise definition of κ(M) here) which “measures” the obstruc-

tion to a PL structure. That is, if M is compact without boundary and dimM ≥ 5 then

when κ(M) = 0 a PL structure exists and if it is nonzero there is no PL structure, and

hence no smooth structure.

Furthermore, if dimM ≥ 5 and M is PL, then a PL map f : M → M has an associ-

ated invariant θ(f) ∈ H3(M ;Z2). If θ(f) is not zero the PL structures are inequivalent.

Moreover, for every element in H3(M ;Z2) there is such a map. Hence, for dimM ≥ 5 PL

structures on a given topological manifold are classified.

If dimM = 4 and κ(M) is nonzero then there is no PL structure but there can be other

obstructions to putting a smooth structure on M . See below.

Next, we ask the analogous two fundamental questions in going from PL to DIFF: If

M in PL then

1. Can we put a smooth structure on M?

2. If so, is it unique?

Regarding PL structures we have:

Theorem Every PL manifold of dimension n ≤ 7 has a compatible smooth structure.

Moreover this structure is unique for n < 7.
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Figure 49: How to make an exotic (n + 1)-dimensional sphere: Glue together two (n + 1)-disks

along their common Sn boundary by using a diffeomorphism f : Sn → Sn which is not continuously

connected to the identity.

In n = 7 dimensions something dramatic happens: There exist exotic spheres. That

is, there are manifolds in TOP which are homeomorphic to the standard S7 but are not

diffeomorphic to it! This was a great shock to the mathematical community when J. Milnor

discovered it in 1956. 46

The essential fact is that the group of diffeomorphisms Diff(Sn), itself a topological

group, can have many connected components. To make an exotic (n + 1)-sphere you glue

two (n+1)-disks together using a diffeomorphism f from a nontrivial component of Diff(Sn)

as in Figure 49 . A nontrivial result shows that every exotic sphere is of this form. It

turns out that Diff(S6) has 28 connected components.

Actually, the exotic 7-spheres are really not that exotic. They have very concrete

models. Milnor’s original discussion involved perfectly natural S3 fibrations over S4. One

can also relate them to complex singularities:

Theorem Consider the set of functions fℓ : C
5 → C enumerated by 1 ≤ ℓ ≤ 28 and defined

by

fℓ(z) = z21 + z22 + z23 + z34 + z6ℓ−1
5 (6.234)

Then z = 0 is an isolated singlarity and the link L is homeomorphic to the ordinary S7

and differentiable to the ℓth Milnor exotic sphere.

6.14.2 Four dimensions

The situation in four dimensions is somewhat special and not completely understood,

although some of the greatest advances in 20th century mathematics have gone a long way

towards solving the problem.

The first (very easy) result of Markov might seem a little discouraging:

Theorem Any finitely generated group G is the fundamental group of some four-manifold.

46See J. Milnor, Ann. Math. 64(1956)399; Kervaire and Milnor, Ann. Math. 77(1963)505
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Proof : Suppose the group G has presentation:

G ∼= 〈g1, . . . , gn|R1, . . . , Rm〉 (6.235)

We aim to produce a four-manifold M4 with fundamental group G. First, consider the free

group on one generator 〈g〉 ∼= Z. A good manifold that has this as a fundamental group is

X4 = S1 × S3. Now let us consider M̃4 := X4# · · ·#X4. Then

π1(M̃4) ∼= 〈g1, . . . , gn〉 (6.236)

is the free group with generators gi corresponding to the simple loops around the S1 factor

in each summand (extended to some common basepoint). Now, each relation Rα is a

word in the gi and thus can be represented by some closed based loop ℓα ⊂ M̃4. We can

take the ℓα to be nonintersecting, by simple codimension arguments. Now, take a tubular

neighborhood N(ℓα) of ℓα. By our discussion above of the local picture of submanifolds it

is diffeomorphic to N(ℓα) ∼= S1 ×D3, where D3 is the 3-dimensional ball. The boundary

is thus ∂N(ℓα) ∼= S1 × S2. This is also the boundary of D2 × S2. So, glue in a copy of

D2 × S2 along the boundary of N(ℓα). This procedure is known as surgery. Now the loop

S1 in S1 × D3 (which was representing the word Rα) becomes contractible! Thus it is a

relation on the generators gi in the new manifold. We can choose the tubular neighborhoods

around the different loops ℓα to be nonintersecting, and hence we can perform surgeries

on each of these loops without interference. If we do this for all the loops we produce our

manifold M4. By the Seifert-van Kampen theorem (see Section 12.2 below) it follows that

the fundamental group of M4 is exactly G. ♠
Since finitely presented groups cannot be classified it follows that four-manifolds can-

not be classified, even up to homotopy type. We therefore retreat and ask about the

classification of simply connected four-manifolds.

Theorem[Whitehead, Milnor] Two simply connected four-manifolds are homotopy equiv-

alent iff their intersection forms are equivalent Q(X1) ∼= Q(X2).

The question of topological equivalence is much more difficult. The main result is a

complete classification of simply connected closed compact topological four-manifolds. It

is due to Michael Freedman:

Theorem[Freedman]. A complete invariant for a closed simply connected 47 topological

four manifold M is the pair (Q(M), κ(M)) where 48

1. Q(M) is the intersection form H̄2(M ;Z)⊗ H̄2(M ;Z)→ Z

2. κ(M) ∈ H4(M ;Z2) ∼= Z2 is the Kirby-Siebenmann invariant.

47Any simply connected manifold is orientable. Changing the orientation on M changes the overall sign

of the intersection form.
48Here H̄2(M ;Z) = H2(M ;Z)/Tors(H2(M ;Z)).
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Moreover,

1. For every symmetric integral form Q of determinant 1 there is a topological manifold

M such that Q(M) = Q.

2. If Q(M) is such that (x, x) is even for every x ∈ H2(M ;Z) then κ(M) is not inde-

pendent and κ(M) = 1
8Sig(Q(M))mod2.

3. If Q is such that there is an x ∈ H2(M ;Z) with (x, x) an odd integer then for either

of the two possible values of κ there is manifold with Q = Q(M) and κ = κ(M).

To get a sense of the breathtaking implications of this consider the following two

examples:

Example 1: If M is homotopic to the four-dimensional sphere then Q(M) = 0. There-

fore M is homeomorphic to S4. This solves the four-dimensional topological Poincaré

conjecture.

Example 2: Suppose M = CP2. Let a1X
1 + a2X

2 + a3X
3 be any nonzero linear form.

Then the equation

a1X
1 + a2X

2 + a3X
3 = 0 (6.237)

in homogeneous coordinates makes sense and defines a one-complex-dimensional subman-

ifold in CP2. In fact, by a linear transformation, we might as well say it is X3 = 0. But

clearly the set of elements

Σ := {[X1 : X2 : 0]} ⊂ CP2 (6.238)

is a copy of CP1 ∼= S2. One can show that [Σ] generates H2(CP
2;Z) ∼= Z. Therefore, the

only relevant intersection number is ι(Σ,Σ). We can compute it by perturbing Σ to Σ̃ so

that Σ and Σ̃ have a transverse intersection. So we perturb the linear form to define:

Σ̃ := {[X1 : X2 : X3]|ǫ1X1 + ǫ2X
2 +X3 = 0} (6.239)

where at least one of ǫi is nonzero. The intersection is the set of [X1 : X2 : X3] such that

X3 = 0 and

ǫ1X
1 + ǫ2X

2 = 0 (6.240)

If, say, ǫ1 6= 0 then any point in the intersection must be of the form [− ǫ2
ǫ1
X2 : X2 : 0].

Clearly X2 cannot be zero. But then we can scale it to 1 so the intersection Σ∩Σ̃ = {[− ǫ2
ǫ1

:

1 : 0]} consists of a single point. (It is easy to show that there are canonical orientations

so the intersection number is naturally +1 and not −1.) Thus, Q is just multiplication

Z × Z → Z. Since CP2 is a smooth four-manifold we know that κ(CP2) = 0. Now, by

Freedman’s theorem we know that there must exist another four manifold M ′ - we could

call it a “fake CP2” - with Q = 1 and κ = 1, which is not smoothable.

The methods used by Freedman were, to quote Milnor, “wildly non-differentiable.”

Indeed, the classification of four-manifolds in PL and DIFF is at present quite mys-

terious.
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The main source of knowledge is an important set of theorems of S. Donaldson which

use properties of the space of solutions to Yang-Mills equations:

DµFµν = 0 (6.241)

(Where Aµ is a connection on a principal G bundle over M . See below.) One can formulate

Yang-Mills theory on a four-dimensional smooth manifold. Since the Yang-Mills equations

are differentiable equations, the smooth structure is used here. Indeed, the construction

uses a Riemannian metric gµνdx
µ ⊗ dxν ! The solutions of the equations with minimal

Yang-Mills action:

S[A] =

∫

M
Tr(FµνFµν)vol (g) (6.242)

come in families, or “moduli spaces.” The key observation is that the minimal action gauge

fields satisfy a first order equation because:

S[A] =

∫

M
Tr(FµνFµν)vol (g) =

1

2

∫

M
Tr(F ± ∗F )2 ∓

∫

M
Tr(F ∧ F ) (6.243)

Now
∫
M Tr(F ∧ F ) is a topological invariant (of the gauge bundle) and does not change

under continuous deformation of gauge field. Since S[A] is clearly nonnegative we should

choose the sign so that ∓
∫
M Tr(F ∧F ) = |

∫
M Tr(F ∧F ) and then the minimum is achieved

when F ± ∗F = 0. This is a first order differential equation for A and hence much

more tractable than the original YM equations. The equations and action all depend

on the Riemannian metric. However, (with the exception of a well-understood class of

four-manifolds) the metric dependence does not affect the topology of the moduli space of

instantons. Topological invariants of these moduli spaces provide smooth invariants of the

original four-manifold M . The use of the Yang-Mills equations here is a notable example

of the influence of physics in mathematics.

One important consequence of Donaldson’s investigation of these moduli spaces is the

following theorem: 49

Theorem: If the intersection form of a simply connected manifold is positive definite or

negative definite then it is diagonalizable (over the integers!).

On the other hand, from the theory of integral quadratic forms we know that there

are lots of unimodular symmetric forms which cannot be diagonalized. Using Freedman’s

theorem we conclude that these manifolds admit no smooth structure!

49The idea of the proof is very simple: For a simple choice of bundle on which the Yang-Mills connection

is defined the moduli space is a five dimensional manifold with “ends.” At one end it is a copy of M because

all the fieldstrength becomes concentrated at a single point p ∈ M , and this can happen at any point p.

On the other hand, there will be a finite set of degenerate connections and in the neighborhood of these

connections the moduli space looks like a cone over CP2 or its complex conjugate. Then one notes that the

intersection form is a cobordism invariant.
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The first example is the famous Cartan matrix of the Lie algebra E8. This produces

the famous “E8 manifold.” In one basis it is



2 0 −1 0 0 0 0 0

0 2 0 −1 0 0 0 0

−1 0 2 −1 0 0 0 0

0 −1 −1 2 −1 0 0 0

0 0 0 −1 2 −1 0 0

0 0 0 0 −1 2 −1 0

0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 2




(6.244)

Donaldson’s theorem gives some criteria for deciding when certain topological four-

manifolds admit no smooth structure. It is still not a completely solved problem to say when

a topological four-manifold does admit a smooth structure. This is the subject of something

called the “11/8 conjecture.” The best progress on this problem used something called

Seiberg-Witten invariants, a smooth manifold invariant coming directly out of physics.

Moreover, even when a topological four-manifold admits a smooth structure, it might

admit many inequivalent smooth structures. That is, there can be two smooth four-

manifoldsM1,M2 which are homeomorphic but are not diffeomorphic. In fact, a given topo-

logical four-manifold can admit countably infinitely many different inequivalent smooth

structures. At present there is not even a proposed classification scheme for smooth four-

manifolds. The best progress has come from using Seiberg-Witten invariants. See the

article of Fintushel and Stern referenced below for the state of the art.

One can show that one consequence of Donaldson’s theorems is that there is a contin-

uum of inequivalent “fake R4’s.” These have compact sets which cannot be surrounded by

diffeomorphically embedded 3-spheres. By contrast, all other Rn for n 6= 4 have a unique

differentiable structure, except for n = 4.

It is quite striking that the smooth invariants have made use of Yang-Mills equations.

In 1988 Witten showed that the Donaldson invariants could be identified with correlation

functions of certain operators in a four-dimensional Yang-Mills-Higgs theory with extended

supersymmetry. In the process he invented the very influential idea of topological field

theory. In 1994, using physical insights provided by Seiberg and Witten about the structure

of the ground states in such YMH theories, Witten introduced a new set of topological

invariants, known as Seiberg-Witten invariants which are much easier to compute than the

Donaldson invariants and can be used to prove many of the earlier theorems of Donaldson.

Indeed, it has been shown that the Seiberg-Witten invariants contain the same amount of

information as Donaldson invariants.

6.14.3 The Generalized Poincaré conjecture

The Poincaré conjecture asks whether an n-dimensional manifold M which has the ho-

motopy groups of the n-dimensional sphere Sn is in fact equivalent to Sn. The notion of

“equivalent” depends on which category we are in, TOP, PL, or DIFF, and the answer

is different in each case.
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After a great deal of work we know:

Theorem The topological Poincaré conjecture is true in all dimensions.

The last case to succumb was n = 3. See 50

Once again, one of the key elements came from physics. D. Friedan introduced a

differential equation associated with the renormalization flow of nonlinear sigma models:

d

dτ
gµν = −Rµν (6.245)

known as Ricci flow. Hamilton realized that Ricci flow held the key to understanding the

Poincaré conjecture and Perelman was able to analyze it in sufficient detail to prove the

conjecture for n = 3.

Theorem The PL Poincaré conjecture is true in all dimensions except possibly 4.

The smooth Poincaré conjecture is much more complicated. In fact, it is not true in

dimension n = 7 as already described above.

Let Sn be the set of oriented diffeomorphism classes of n-manifolds with the homotopy

type of Sn. This set has an abelian addition operation under connected sum and an identity

given by the standard Sn. That is, it is an abelian monoid. It is not known whether Sn is

finite or infinite for n = 4, but for all other dimensions it is known to be finite. Therefore,

except possibly in n = 4 it is an abelian group. Although much is known, the full structure

of this group is not yet known. Except for n = 4, the monoid is known for low dimensions:

n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Sn 1 1 1 ? 1 1 28 2 (2, 2, 2) 6 992 1 3 2 (2, 8128) 2 (2, 8) (2, 8)

In this table (taken from Milnor’s article cited below) in line two k stands for the abelian

group Z/kZ and (k1, k2) stands for Z/k1Z⊕ Z/k2Z, and so on.

The smooth Poincaré conjecture is true iff Sn consists of a single element. This is

known to be true for n = 1, 2, 3, 5, 6, 12, 61 but it is unknown if it is true for any other

values of n.

6.14.4 Sources

1. D. Freed and K. Uhlenbeck, Instantons and Four-Manifolds

2. J. Milnor, “Differential Topology Forty-six Years Later,” Notices Amer. Math. Soc.,

Vol. 58, p. 804

50J. Morgan and G. TIan, Ricci Flow and the Poincaré Conjecture, Clay Math Monographs 3, AMS,

2007; J. Lott and ???
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3. C. Nash, Differential Topology and Quantum Field Theory.

4. Wikipedia articles: 4-manifold, Hauptvermutung, Piecewise linear manifold, Gener-

alized Poincaré Conjecture

5. A. Scorpan, The Wild World of Four-Manifolds

6. Fintushel and Stern, “Six lectures on four manifolds.”

For explanations of the physics approach to Donaldson theory and Seiberg-Witten

invariants see:

1. J. Labastida and M. Marino, Topological Quantum Field Theory and Four Manifolds

2. G. Moore lectures at http://scgp.stonybrook.edu/archives/1964.

7. Transformation Groups, Group Actions, and Orbits

7.1 Definitions and the stabilizer-orbit theorem

Let X be any set (possibly infinite). Recall the definition from chapter 1:

Definition 7.1: A permutation of X is a 1-1 and onto mapping X → X. The set SX of

all permutations forms a group under composition.

Definition 7.2a: A transformation group on X is a subgroup of SX .

This is an important notion so let’s put it another way:

Definition 7.2b:

A G-action on a set X is a map φ : G ×X → X compatible with the group multipli-

cation law as follows:

A left-action satisfies:

φ(g1, φ(g2, x)) = φ(g1g2, x) (7.1)

A right-action satisfies

φ(g1, φ(g2, x)) = φ(g2g1, x) (7.2)

In addition in both cases we require that

φ(1G, x) = x (7.3)

for all x ∈ X.

A set X equipped with a (left or right) G-action is said to be a G-set.

Remarks

1. If φ is a left-action then it is natural to write g · x for φ(g, x). In that case we have

g1 · (g2 · x) = (g1g2) · x. (7.4)

Similarly, if φ is a right-action then it is better to use the notation φ(g, x) = x · g so

that

(x · g2) · g1 = x · (g2g1). (7.5)
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2. If φ is a left-action then φ̃(g, x) := φ(g−1, x) is a right-action, and vice versa. Thus

there is no essential difference between a left- and right-action. However, in compu-

tations with nonabelian groups it is extremely important to be consistent and careful

about which choice one makes.

3. A given set X can admit more than one action by the same group G. In that case, to

avoid confusion one should take care to distinguish the G-actions unless a particular

one is understood. For example one could write φg(x) = φ(g, x) and speak of φg,

rather than write g · x.

There is some important terminology one should master when working with G-actions:

Definitions:

1. A group action is effective or faithful if for any g 6= 1 there is some x such that

g · x 6= x. Equivalently, the only g ∈ G such that φg is the identity transformation is

g = 1G.

2. A group action is transitive if for any pair x, y ∈ X there is some g with y = g · x.

3. A point x ∈ X is a fixed point of G if there exists an element g ∈ G with g 6= 1 such

that g · x = x.

4. Given a point x ∈ X the set of group elements:

Gx := {g ∈ G : g · x = x} (7.6)

is called the isotropy group at x. It is also called the stabilizer group of x. (The

reader should show that Gx ⊂ G is in fact a subgroup.)

5. Given a group element g ∈ G the fixed point set of G is the set

Fix(g) := {x ∈ X|g · x = x} (7.7)

The fixed point set of g is often denoted by Xg.

6. A group action is free if for any g 6= 1 then for every x, we have g · x 6= x. That

is, for every x the stabilizer group Gx is the trivial subgroup {1G}. Equivalently, for
every g 6= 1 the set Fix(g) is the empty set.

7. The orbit of G through a point x is the set of points y ∈ X which can be reached by

the action of G:

OG(x) = {y : ∃g such that y = g · x} (7.8)

Remarks:

– 117 –



1. If we have a G-action on X then we can define an equivalence relation on X by

defining x ∼ y if there is a g ∈ G such that y = g · x. (Check this is an equivalence

relation!) The orbits of G are then exactly the equivalence classes of under this

equivalence relation.

2. The group action restricts to a transitive group action on any orbit.

3. If x, y are in the same orbit then the isotropy groups Gx and Gy are conjugate

subgroups in G. Therefore, to a given orbit, we can assign a definite conjugacy class

of subgroups.

Point 3 above motivates the

Definition If G acts on X a stratum is a set of G-orbits such that the conjugacy class of

the stabilizer groups is the same. The set of strata is sometimes denoted X ‖ G.

Exercise

Suppose X is a G-set.

a.) Show that the subset H of elements which act ineffectively, i.e. the set of h ∈ G
such that φ(h, x) = x for all x ∈ X is a normal subgroup of G.

b.) Show that G/H acts effectively on X.

Exercise

Let G act on a set X.

a.) Show that the stabilizer group at x, denoted Gx above, is in fact, a subgroup of G.

b.) Show that the G action is free iff the stabilizer group at every x ∈ X is the trivial

subgroup {1G}.
c.) Suppose that y = g · x. Show that Gy and Gx are conjugate subgroups in G.

Exercise

a.) Show that whenever G acts on a set X one can canonically define a groupoid: The

objects are the points x ∈ X. The morphisms are pairs (g, x), to be thought of as arrows

x
g→ g · x. Thus, X0 = X and X1 = G×X.

b.) What is the automorphism group of an object x ∈ X.

This groupoid is commonly denoted as X//G.
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7.1.1 The stabilizer-orbit theorem

There is a beautiful relation between orbits and isotropy groups:

Theorem [Stabilizer-Orbit Theorem]: Each left-coset of Gx in G is in 1-1 correspondence

with the points in the G-orbit of x:

ψ : OrbG(x)→ G/Gx (7.9)

for a 1− 1 map ψ.

Proof : Suppose y is in a G-orbit of x. Then ∃g such that y = g · x. Define ψ(y) ≡ g ·Gx.
You need to check that ψ is actually well-defined.

y = g′ · x → ∃h ∈ Gx g′ = g · h → g′Gx = ghGx = gGx (7.10)

Conversely, given a coset g ·Gx we may define

ψ−1(gGx) ≡ g · x (7.11)

Again, we must check that this is well-defined. Since it inverts ψ, ψ is 1-1. ♠

Corollary: If G acts transitively on a space X then there is a 1− 1 correspondence

between X and the set of cosets of H in G where H is the isotropy group of any

point x ∈ X. That is, at least as sets: X = G/H. The isotropy groups for points in

G/H are the conjugate subgroups of H in G.

Remark: Sets of the type G/H are called homogeneous spaces. This theorem is the

beginning of an important connection between the algebraic notions of subgroups and cosets

to the geometric notions of orbits and fixed points. Below we will show that if G,H are

topological groups then, in some cases, G/H are beautifully symmetric topological spaces,

and if G,H are Lie groups then, in some cases, G/H are beautifully symmetric manifolds.

Exercise The Lemma that is not Burnside’s

Suppose a finite group G acts on a finite set X as a transformation group. A common

notation for the set of points fixed by g is Xg. Show that the number of distinct orbits is

the averaged number of fixed points:

|{orbits}| = 1

|G|
∑

g

|Xg| (7.12)

For the answer see. 51

51Answer : Write
∑

g∈G

|Xg| = |{(x, g)|g · x = x}| =
∑

x∈X

|Gx| (7.13)
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Exercise Jordan’s theorem

Suppose G is finite and acts transitively on a finite set X with more than one point.

Show that there is an element g ∈ G with no fixed points on X. 52

Any two points are
SO(3)-related

Figure 50: Transitive action of SO(3,R) on the sphere.

Figure 51: Orbits of SO(2,R) on the two sphere.

7.2 First examples

The concept of a G-action on a set is an extremely important concept, so let us consider a

number of examples:

Examples

1. Let X = {1, · · · n}, so SX = Sn as before. The action is effective and transitive, but

not free. Indeed, the fixed point of any j ∈ X is just the permutations that permute

everything else, and hence SjX
∼= Sn−1. Note that different j have different stabilizer

subgroups isomorphic to Sn−1, but they are all conjugate.

Now use the stabilizer-orbit theorem to write |Gx| = |G|/|OG(x)|. Now in the sum

∑

x∈X

1

|OG(x)|
(7.14)

the contribution of each distinct orbit is exactly 1.
52Hint: Note that X = G/H for some H and apply the Burnside lemma.
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this
orbit
is a

point

this orbit is a circle

Figure 52: Notice not all orbits have the same dimensionality. There are two qualitatively different

kinds of orbits of SO(2,R).

2. Group actions on the plane. The group G = GL(2,R) acts on the plane X = R2 by

linear transformation. The action is effective. There are two orbits OG(~x) depending

on whether ~x is zero or not. The action is therefore not transitive, and not free. We

can restrict the action to the subgroup G = SO(2,R). The action is:

R(φ) :

(
x1
x2

)
→
(

cosφ sinφ

− sinφ cosφ

)(
x1
x2

)
(7.15)

The group action is effective. It is not free, and it is not transitive. There are now

infinitely many orbits of SO(2), and they are all distinguished by the invariant value

of x2+y2 on the orbit. From the viewpoint of topology, there are two distinct “kinds”

of orbits acting on R2. One has trivial isotropy group and one has isotropy group

SO(2). See Figure 52. These give two strata.

3. Orbits of O(2). The two-dimensions orthogonal group O(2,R) can be written as a

semidirect product

O(2) = SO(2) ⋊ Z2 (7.16)

where Z2 acts on SO(2) by taking R(θ) → R(−θ). The group has two components

which can be written as

O(2) = SO(2) ∐ P · SO(2) (7.17)

where P is not canonical and can be taken to be reflection in any line through the

origin. The orbits of SO(2) and O(2) are the same.

4. Similarly, SO(3,R) acts onX = R3. It is effective, not transitive, and not fixed-point-

free. We can restrict the action to a sphere of any radius S2
R. The action is then

transitive on the sphere, The isotropy group of any point x ∈ S2
R is the subgroup

of rotations about the axis through that point. That subgroup is isomorphic to

SO(2,R), but as x varies the particular subgroup varies. For example, with usual

conventions, if x is on the x3-axis then the subgroup is the subgroup of matrices of
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the form 


cosφ sinφ 0

− sinφ cosφ 0

0 0 1


 (7.18)

but if x is on the x1-axis the subgroup is the subgroup of matrices of the form



1 0 0

0 cosφ sinφ

0 − sinφ cosφ


 (7.19)

and so on. There are two strata: Those with Gx congruent to SO(2,R) and those

with Gx = SO(3,R).

5. By contrast consider a fixed SO(2,R) subgroup of SO(3,R) defined by rotations

around the z-axis. This subgroup also acts on the sphere - but not transitively. The

G-orbits are shown in 51.

6. Similarly, GL(n,R) acts on Rn. If we act with a matrix on a column vector we get a

left action. If we act on a row vector we get a right action.

7. In general, if G acts on a vector space V over a field κ through κ-linear transfor-

mations, that is, for each g ∈ G the map v 7→ φ(g, v) is a linear transformation of

V , then V together with the G action constitutes a representation of G. Put differ-

ently, a G-representation is a vector space V together with a group homomorphism

ρ : G → GL(V ). The subject of representation theory is large and important. See

Chapter **** below.

8. If G = Z2 acts linearly on Rn+1 (i.e. V = Rn+1 is a representation of Z2) then we

can choose coordinates so that the nontrivial element σ ∈ G acts by

σ · (x1, . . . , xn+1) = (x1, . . . , xp,−xp+1, · · · ,−xp+q) (7.20)

where p + q = n + 1. Note that this action preserves the equation of the sphere∑
i(x

i)2 − 1 = 0 and hence descends to a Z2-action on the sphere Sn. The case

p = 0, q = n + 1 is the antipodal map, but there are many other natural actions of

Z2 on Sn.

9. Let the group be G = C∗. Consider a set of integers (q1, . . . , qn) ∈ Zn. Then for each

such set of integers there is a C∗-action on CPn−1 defined by

µ · [X1 : · · · : Xn] := [µq1X1 : · · · : µqnXn] (7.21)

for µ ∈ C∗. (Check it is well-defined!)

10. The group G = SL(2,R) acts on the complex upper half plane:

H = {τ |Imτ > 0} (7.22)
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via

g · τ :=
aτ + b

cτ + d
(7.23)

where

g =

(
a b

c d

)
(7.24)

11. Actions of Z. Let us consider Z to be the free group with one generator g0. Then,

given any invertible map f : X → X we can define a group action of Z on X by

gn0 · x =





f ◦ · · · ◦ f︸ ︷︷ ︸
n times

(x) n > 0

x n = 0

f−1 ◦ · · · ◦ f−1

︸ ︷︷ ︸
|n| times

(x) n < 0

(7.25)

Conversely, any Z-action must be of this form since we can define f(x) := g0 · x.

12. Let G be any group and consider the group action defined by φ(g, x) = x for all

g ∈ G. This is as ineffective as a group action can be: For every x, the istropy group

is all of G, and for all g ∈ G, Fix(g) = X. In particular, this situation will arise if

X consists of a single point. This example is not quite as stupid as might at first

appear, once one takes the categorical viewpoint, for pt//G is a very rich category

indeed.

Exercise

Consider the action of Z2 on the sphere defined by (7.20).

a.) For which values of p, q is the action effective?

b.) For which values of p, q is the action transitive?

c.) Compute the fixed point set of the nontrivial element σ ∈ Z2.

d.) For which values of p, q is the action free?

Exercise

Consider the action of G = C∗ on CPn−1 defined by (7.21).

a.) For which values of (q1, . . . , qn) is the action effective?

b.) For which values of (q1, . . . , qn) is the action transitive?

c.) What are the fixed points of the C∗ action?

d.) What are the stabilizers at the fixed points of the C∗ action?
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Exercise

a.) Show that (7.23) above defines a left-action of SL(2,R) on the complex upper

half-plane. 53

b.) Is the action effective?

c.) Is the action transitive?

d.) Which group elements have fixed points?

e.) What is the isotropy group of τ = i ?

7.3 Action of a topological group on a topological space

If the group G is a topological group it is said to act continuously on a topological space X

when φ : G×X → X is a continuous map. When working with topological groups acting

on topological spaces, this is generally assumed. Note that φg : X → X has a continuous

inverse, namely φg−1 and therefore φg is a homeomorphism. Therefore, a topological group

action on a topological space can be defined to be a homomorphism from the group G to

the group of homeomorphisms on X. 54 One often wants to work with proper actions:

This means that the φ is a proper continuous map.

Warning: There is some very important, but regrettably very confusing terminology

associated with topological group actions on topological spaces. When G is a discrete group

there is an important notion of a properly discontinuous action. The general definition is

that the map G×X → X×X given by (g, x) 7→ (g ·x, x) is a proper continuous map. This

does not mean the function taking x 7→ g · x is discontinuous! On the contrary, as stated

above, it is continuous. To make matters worse, one will find inequivalent definitions of the

term “properly discontinuous” in textbooks and on the internet. The subtleties melt away

when G is finite or when X is locally compact. We will follow the definitions used by W.P.

Thurston, since he was one of the great masters of the subject. Specifically, Definition 3.5.1

of W.P. Thurston, Three Dimensional Geometry and Topology, vol 1, Princeton University

Press 1997 includes:

Definition: Let G be a discrete group acting continuously on a topological space X. Then

1. The action has discrete orbits if every x ∈ X has a neighborhood U such that the set

of group elements g ∈ G with g · x ∈ U is finite.

2. The action is wandering if every x ∈ X has a neighborhood U such that the set of

group elements g ∈ G with g · U ∩ U 6= ∅ is finite.

3. If X is locally compact then the action is said to be properly discontinuous if for

every compact set K ⊂ X the set of g with g ·K ∩K 6= ∅ is finite.
53Hint : Show that Im(g · τ ) = Imτ

|cτ+d|2
.

54Continuous, with a suitable topology on the group of homeomorphisms of X.
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IfM is a measure space then a discrete dynamical system is a pair ofM together with

a measure-preserving group action of Z onM. According to (7.25) this means we have a

map f :M →M such that µ(f(A)) = µ(A) for any measurable set A. For example, in

Hamiltonian dynamics one can takeM to be phase space equipped with a symplectic form

ω The natural measure is then the Liouville measure:

µ(A) :=
∫

A

ωn

n!
(7.26)

In particular, if f is symplectic, i.e. f∗(ω) = ω, or, in equations:

ωµν(f(x))
∂fµ

∂xλ
∂f ν

∂xρ
= ωλρ(x) (7.27)

then the corresponding Z-action is a dynamical system.

One important result is the

Theorem [Poincaré recurrence theorem]. If f :M→M is a measure-preserving map and

has bounded orbits then in any open U set there are points x such that for infinitely many

n, gnx ∈ U .

The proof is based on the idea that if this were not true then the volume of ∪fn(U)

would be infinite, but that cannot be for a volume preserving map with bounded orbits.

There are various ways of expressing how “chaotic” a map is. A dynamical system is

said to be mixing if for all pairs of (measurable) sets A,B ⊂M we have

lim
n→∞

µ(An ∩ B) =
µ(A)µ(B)
µ(M)

(7.28)

where An = fn(A). If µ(B) 6= 0 this means

lim
n→∞

µ(An ∩ B)
µ(B) =

µ(A)
µ(M)

(7.29)

so that the “weight” of the set A is equally distributed over any B. We will give an example

of a dynamical system which is mixing below.

Let us examine some special cases of discrete dynamical systems:

1. First, take X = R2 and let

f(x1, x2) = (λx1, λ
−1x2) (7.30)

where λ is a positive real number greater than 1. For n > 0, gn0 stretches in the x1
direction and flattens in the x2 direction. For n < 0 the situation is reversed. This

action clearly does not have discrete orbits, since the origin (0, 0) is a fixed point for

the entire group. This action can come up, for example in symplectic geometry: Note

that this is a symplectic action with Poisson bracket {x1, x2} = 1, i.e. symplectic

form ω = dx1 ∧ dx2. It also comes up in some string theory models of cosmological

singularities, where we view x1, x2 as light-cone coordinates in 1 + 1-dimensional

Minkowski space.
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Figure 53: The famous Arnold cat map. The picture ultimately comes from the book V. Arnold

and A. Avez, Ergodic Problems in Classical Mechanics.

2. Next, consider X = R2−{0, 0}. Now we can consider (7.30) to be a symplectic action

with Poisson bracket for {x1, x2} = 1 just by restriction. However, having excised

the point (0, 0) we are now free to define the symplectic structure {x1, x2} = x1x2,

i.e.

ω =
dx1
x1
∧ dx2
x2

(7.31)

and since x1x2 is preserved the action (7.30) is still symplectic. Now the action has

discrete orbits and is in fact wandering: Consider a neighborhood of some point.

We may assume the projection on the x1 axis will be an open interval (a, b). Then

there are only a finite number of solutions to a < λkb < b and only a finite number of

solutions to a < λka < b. On the other hand, the action is not properly discontinuous.

To see this, consider the compact set K which is a closed line segment from (1, 0) to

(0, 1). For any n 6= 0 there is a solution to

x+ y = 1

λnx+ λ−ny = 1
(7.32)

with 0 < x < 1 and 0 < y < 1. Therefore gn0 ·K ∩K 6= 0 for all n.
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Figure 54: Illustrating Poincaré recurrence for the discrete cat map with N × N pixels where

N = 294. Thanks to Andrew Moore for writing the code.

3. The Arnold cat map: Consider the torus as T 2 = [0, 1]2/ ∼ with x ∼ x + 1 and

y ∼ y + 1. Consider the transformation f : T 2 → T 2 defined by

f :

(
x

y

)
→
(
2 1

1 1

)(
x

y

)
(7.33)

Note again that this is a symplectic transformation. This is known as Arnold’s cat

map, and is famous in dynamical systems theory and in discussions of chaos. Figure

53 shows one iteration of this map. It is shown in Arnold-Avez that the map is

mixing.

4. The cat map can also be used to give a dramatic illustration of Poincaré recurrence.

A computer screen will have a finite number of pixels. Let us say it has N×N pixels.

If these are black or white there will be 2N×N possible images. 55 Now, consider the

discrete version of the cat map: We take

x, y ∈ 1

N
{0, 1, . . . , N − 1} (7.34)

55Actually, there are 256 shades of grey, so actually there are 28N
2

images on a typical computer screen.
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and apply the above transformation. Since there are only 2N×N images the trans-

formation must be periodic. See Figure 54 for N = 294. It is rather astonishing

that the period is only 164. Due to some special number-theoretic aspects of this

example (related to Fibonacci numbers) one can give an exact formula for a period

(not necessarily the fundamental period), which in this case turns out to confirm

N = 164. Using this formula it turns out that the period is ≤ 3N . 56

5. In general, suppose that a Z-action on a manifold M is generated by a differentiable

map g0·x = f(x), where f :M →M , and suppose that f has a fixed-point f(x0) = x0.

Then, near the fixed point we can write, in local coordinates:

f(x0 + δx) = f(x0) + df(δx) = x0 + df(δx) +O((δx)2) (7.35)

where we identify an infinitesimal deviation with a tangent vector. In general df :

Tx0X → Tx0X is just a real linear transformation and cannot be diagonalized. Sup-

pose, however, that it can be diagonalized. Then there is a basis of Tx0X such that

df has the matrix representation A = Diag{α1, . . . , αn} for an n-dimensional man-

ifold. If we consider orbits that begin close to x0 then choose coordinates so that

x0 = 0 ∈ Rn and we have xn+1
∼= (1+A)xn. In the directions with αj < 0 the orbits

contract to the fixed point. In the directions αj > 0 they expand away from the fixed

point (and soon go beyond the linear approximation). If αj = 0 then we need to go

to higher order to determine if the fixed point is isolated.

Remark: A very important dynamical system for quantum field theory is known as

the “renormalization group.” It has both discrete and continuous forms. One of the

discrete forms is known as the block spin method. The dynamical system evolves on

the infinite-dimensional space of all possible local couplings of the field theory. Fixed

point loci are known as “scale invariant theories,” and they are usually conformal field

theories. One then defines local quantum field theory by a scaling of couplings near a

fixed point. The key miracle is that, in this infinite dimensional space of couplings all

but finitely many directions are attractive (“irrelevant operators”) and only a finite

number of directions are repulsive (“relevant operators”) so, after a finite number of

choices one has predictive power, at least for renormalizable quantum field theories.

Exercise

Consider an action of a discrete group on a topological space X. Show that properly

discontinuous implies wandering implies discrete orbits.

56F.J. Dyson and H. Falk, “Period of a Discrete Cat Mapping,” Amer. Math. Monthly, vol. 99 (1992),

pp.603-614
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Exercise

a.) Show that the Arnold cat map is a product of a shear by one unit in the x-direction

followed by a shear by one unit in the y-direction.

b.) Find a square root of the Arnold cat map.

7.4 Left and right group actions of G on itself

Let G be any group. Then G acts on itself as a transformation group, in several ways.

To define the left action of G on G we associate to each a ∈ G → the mapping L(a),

L(a) : G→ G defined by

L(a) : g 7→ ag (7.36)

where on the RHS we use the group multiplication of G. This mapping is 1-1 and onto, so

L(a) ∈ SG.
These transformations satisfy:

L(ab) = L(a)L(b) (7.37)

and moreover L(1G) is the identity mapping.

Thus we have defined a left-action of G on itself. It is effective, free, and transitive.

Indeed, we can define a map L : a 7→ L(a) which is a homomorphism L : G → SG.

Moreover,

L(a) = 1⇐⇒ a = 1 (7.38)

and hence kerL = {1G}, so the image of L is isomorphic to G. Thus, we have proved

Theorem 7.1 (Cayley’s Theorem): Any group G is isomorphic to a subgroup of the

full permutation group SG. If n = |G| <∞ then G is isomorphic to a subgroup of Sn.

Warning: For a fixed a, although L(a) is a map G → G, it is not a homomorphism!

Note, for example that L(a) takes 1G to a. Do not confuse this with the fact that the

mapping L : a→ L(a) is a homomorphism.

All of this can be repeated for right-actions: For a ∈ G define the right-translation

operator R(a) : G→ G by R(a) : g 7→ g · a.
Then φa = R(a) defines a right-action of G on itself, and hence φ̃a = R(a−1) defines a

left-action of G on itself.

It should be fairly obvious that

R(a)L(b) = L(b)R(a) (7.39)

for all a, b ∈ G. Thus, there is a left G×G action on G defined by:

φ(g1,g2) := L(g1)R(g
−1
2 ) (7.40)
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Exercise

Since there is a left-action of G × G on X = G there is a left-action of the diagonal

subgroup ∆ ⊂ G×G where ∆ = {(g, g)|g ∈ G} is is a subgroup isomorphic to G.

a.) Show that this action is given by a 7→ I(a), where I(a) is the conjugation by a.

(See, Chapter 1, Section ***)

b.) Show that the orbits of ∆ are the conjugacy classes of G.

c.) What is the stabilizer subgroup of an element g0 ∈ G?

7.5 Induced group actions on function spaces

Let X be a G-set and let Y be any set. There are natural left- and right- actions on the

function space Map(X,Y ). Given Ψ ∈ Map(X,Y ) and g ∈ G we need to produce a new

function φ(g,Ψ) ∈ Map(X,Y ). The rules are as follows:

1. If G is a left-action on X then

φ(g,Ψ)(x) := Ψ(g · x) right action on Map(X,Y ) (7.41)

2. If G is a left-action on X then

φ(g,Ψ)(x) := Ψ(g−1 · x) left action on Map(X,Y ) (7.42)

3. If G is a right-action on X then

φ(g,Ψ)(x) := Ψ(x · g) left action on Map(X,Y ) (7.43)

4. If G is a right-action on X then

φ(g,Ψ)(x) := Ψ(x · g−1) right action on Map(X,Y ) (7.44)

Example: Consider a spacetime S. With suitable analytic restrictions the space of scalar

fields on S is Map(S, κ), where κ = R or C for real or complex scalar fields. If a group

G acts on the spacetime, there is automatically an induced action on the space of scalar

fields. To be even specific, suppose X = M1,d−1 is d-dimensional Minkowski space time, G

is the Poincaré group, and Y = R. Given one scalar field Ψ and a Poincaré transformation

g−1 · x = Λx+ v we have (g ·Ψ)(x) = Ψ(Λx+ v).

Similarly, suppose that X is any set, but now Y is a G-set. Then again there is a

G-action on Map(X,Y ):

(g ·Ψ)(x) := g ·Ψ(x) or Ψ(x) · g (7.45)

according to whether the G action on Y is a left- or a right-action, respectively. These are

left- or right-actions, respectively.
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We can now combine these two observations and get the general statement: We assume

that both X is a G1-set and Y is a G2-set. We can assume, without loss of generality, that

we have left-actions on bothX and Y . Then there is a natural G1×G2-action on Map(X,Y )

defined by:

φ((g1, g2),Ψ)(x) := g2 · (Ψ(g−1
1 · x)) (7.46)

note that if one writes instead g2 ·(Ψ(g1 ·x)) on the RHS then we do not have a well-defined

G1 × G2-action (if G1 and G2 are both nonabelian). In most applications X and Y both

have a G action for a single group and we write

φ(g,Ψ)(x) := g · (Ψ(g−1 · x)) (7.47)

This is a special case of the general action (7.46), with G1 = G2 = G and specialized to

the diagonal ∆ ⊂ G×G.

Example: Again let X = M1,d−1 be a Minkowski space time. Take G1 = G2 and let

G = ∆ ⊂ G × G be the diagonal subgroup, and take G to be the Poincaré group. Now

let Y = V be a finite-dimensional representation of the Poincaré group. Let us denote the

action of g ∈ G on V by ρ(g). Then a field Ψ ∈ Map(X,Y ) has an action of the Poincaré

group defined by

g ·Ψ(x) := ρ(g)Ψ(g−1x) (7.48)

This is the standard way that fields with nonzero “spin” transform under the Poincaré

group in field theory. As a very concrete related example, consider the transformation of

electron wavefunctions in nonrelativistic quantum mechanics. The electron wavefunction

is governed by a two-component function on R3:

Ψ(~x) =

(
ψ+(~x)

ψ−(~x)

)
(7.49)

Then, suppose G = SU(2). Recall there is a surjective homomorphism π : G → SO(3)

defined by π(u) = R where

u~x · ~σu−1 = (R~x) · ~σ (7.50)

Then the (double-cover) of the rotation group acts to define the transformed electron

wavefunction u ·Ψ by

(u ·Ψ)(~x) := u

(
ψ+(R

−1~x)

ψ−(R−1~x)

)
(7.51)

In particular, u = −1 acts trivially on ~x but nontrivially on the wavefunction.

7.5.1 Application: Functions on groups

As a very nice example of the idea of how group actions on a space induce group actions

on the functions on that space we touch briefly on the Peter-Weyl theorem and the idea of

induced representations.

We first describe the Peter-Weyl theorem:
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Let G be a group. Then there is a left action of G×G on G: (g1, g2) 7→ L(g1)R(g
−1
2 ).

Now let Y = C. Then Map(G,C) is known as the regular representation of G because the

induced left-action:

((g1, g2) ·Ψ) (h) := Ψ(g−1
1 hg2) (7.52)

converts the vector space of functions Ψ : G → C into a representation space for G × G.
Suppose, on the other hand that V is a linear representation of G. As mentioned above

this means we have a group homomorphism ρ : G → End(V ). Then consider the vector

space of linear transformations End(V ) of V to itself. This is also a representation of G×G
because if T ∈ End(V ) then we can define a linear left-action of G×G on End(V ) by:

(g1, g2) · T := ρ(g1) ◦ T ◦ ρ(g2)−1 (7.53)

Now, we have two representations of G × G. How are they related? If V is finite-

dimensional we have a map

ι : End(V )→ Map(G,C) (7.54)

The map ι takes a linear transformation T : V → V to the complex-valued function

ΨT : G→ C defined by

ΨT (g) := TrV (Tρ(g
−1)) (7.55)

If we choose a basis wµ for V then the operators ρ(g) are represented by matrices:

ρ(g) · wν =
∑

µ

D(g)µνwµ (7.56)

If we take T = eνµ to be the matrix unit in this basis then ΨT is the function on G given by

the matrix element D(g−1)µν . So the ΨT ’s are linear combinations of matrix elements of

the representation matrices of G. The advantage of (7.55) is that it is completely canonical

and basis-independent.

Note that ι : T 7→ ΨT “commutes with the G×G action.” What this means is that

(g1, g2) ·ΨT = Ψ(g1,g2)·T (7.57)

(The reader should check this carefully.) Such a map is said to be equivariant. Put

differently, denoting by ρEnd(V ) the representation of G ×G on End(V ) and ρReg.Rep. the

representation of G×G on Map(G,C) we get a commutative diagram:

End(V )
ι //

ρEnd(V )

��

Map(G,C)

ρReg.Rep.

��
End(V )

ι // Map(G,C)

(7.58)

In particular if we have a collection of finite-dimensional representations {Vλ} of G

then we have

⊕λEnd(Vλ) →֒ Map(G,C) (7.59)

Thanks to the equivariance, the image of (7.59) is a G × G-invariant subspace, i.e. a

subrepresentation of Map(G,C). The very beautiful Peter-Weyl theorem states that, if G
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is a compact group, then, as representations of G×G, (7.59) is an isomorphism if the sum

is over the distinct isomorphism classes λ of irreducible representations Vλ of G and we

restrict to the the subspace of Map(G,C) of L2-normalizable functions with respect to a

left-right-invariant measure on G. See Chapter ***** below for a detailed discussion. 57

For now, we just content ourselves with the statement of the theorem for G a finite group:

Theorem: Let G be a finite group, and define an Hermitian inner product on L2(G) =

Map(G,C) by

(Ψ1,Ψ2) :=
1

|G|
∑

g

Ψ∗
1(g)Ψ2(g) (7.60)

Then let {Vλ} be a set of representatives of the distinct isomorphism classes of irreducible

unitary representations for G. For each representation Vλ choose an ON basis w
(λ)
µ , µ =

1, . . . , nλ := dimCVλ. Then the matrix elements Dλ
µν(g) defined by

ρ(g)w(λ)
ν =

nλ∑

µ=1

Dλ
µν(g)w

(λ)
µ (7.61)

form a complete orthogonal set of functions on L2(G) so that

(Dλ1
µ1ν1 ,D

λ2
µ2ν2) =

1

nλ
δλ1,λ2δµ1,µ2δν1,ν2 (7.62)

Idea of proof : The proof is based on linear algebra and Schur’s lemma. The normalization

constant on the RHS of (7.62) is easily determined by setting λ1 = λ2 and ν1 = ν2 = ν

and summing on ν, and using the hypothesis that these are matrix elements in a unitary

representation. The relation to (7.59) is obtained by noting that the linear transformations

T = eνµ, given by matrix units relative to the basis w
(λ)
µ form a basis for End(Vλ). ♠

Example 1: Let G = Z2 = {1, σ} with σ2 = 1. Then the general complex valued-function

on G is specified by two complex numbers (ψ+, ψ−) ∈ C2:

Ψ(1) = ψ+ Ψ(σ) = ψ− (7.63)

This identifies Map(G,C) ∼= C2 as a vector space. There are just two irreducible represen-

tations V± ∼= C with ρ±(σ) = ±1, because for any representation ρ(σ) on a vector space

V we can form orthogonal projection operators P± = 1
2(1 ± ρ(σ)) onto direct sums of the

irreps. They are obviously unitary with the standard Euclidean norm on C. The matrix

elements give two functions on the group D±:

D+(1) = 1 D+(σ) = 1 (7.64)

D−(1) = 1 D−(σ) = −1 (7.65)

57In order for this to be completely correct we need to assume that G is a compact group. Then we

introduce a left-right-invariant measure on G and replace the LHS by L2(G).
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(Here and in the next examples when working with 1×1 matrices we drop the µν subscript!)

The reader can check they are orthonormal, and they are complete because any function

Ψ can be expressed as:

Ψ =
ψ+ + ψ−

2
D+ +

ψ+ − ψ−
2

D− (7.66)

Example 2: We can generalize the previous example slightly by taking G = Z/nZ =

〈ω|ωn = 1〉. Let us identify this group with the group of nth roots of unity and choose

a generator ω = exp[2πi/n]. Since G is abelian all the representation matrices can be

simultaneously diagonalized so all the irreps are one-dimensional. They are:

V = C and ρm(ω) = ωm where m is an integer. Note that m ∼ m + n so the set of

irreps is again labeled by Z/nZ and in fact, under tensor product the set of irreps itself

forms a group isomorphic to Z/nZ.

The matrix elements in the irrep (ρm, V ) are

D(m)(ωj) = ωmj = e2πi
mj
n (7.67)

Now we can check that indeed

1

|G|
∑

g∈G
(D(m1)(g))∗D(m2)(g) = δm1−m2=0modn (7.68)

The decomposition of a function Ψ on the group G is known as the discrete Fourier trans-

form.

Remark: The theorem applies to all compact Lie groups. For example, when G = U(1) =

{z||z| = 1} then the invariant measure on the group is just −idzz = dθ
2π where z = eiθ:

(Ψ1,Ψ2) =

∫ 2π

0

dθ

2π
(Ψ1(θ))

∗Ψ2(θ) (7.69)

Now, again since G is abelian the irreducible representations are 1-dimensional and the

unitary representations are (ρn, Vn) where n ∈ Z, Vn ∼= C and

ρn(z) := zn (7.70)

Now, the orthonormality of the matrix elements is the standard orthonormality of einθ and

the Peter-Weyl theorem specializes to Fourier analysis: An L2-function Ψ(θ) on the circle

can be expanded in terms of the matrix elements of the irreps:

Ψ =
∑

Irreps ρn

Ψ̂nD
(n) (7.71)

When applied to G = SU(2) the matrix elements are known as Wigner functions or

monopole harmonics. They are the matrix elements

Dj
mL,mR

(g) := 〈mL|ρj(g)|mR〉 (7.72)
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in the standard ON basis of the unitary spin j representation diagonalizing the diagonal

subgroup of SU(2). So

j = 0,
1

2
, 1,

3

2
, . . . , mL,mR ∈ {−j,−j + 1, . . . , j − 1, j} (7.73)

Recall that SU(2) ∼= S3 as a manifold. Using the standard volume form, with unit vol-

ume we can define L2(SU(2)). The entire theory of spherical harmonics and Legendre

polynomials is easily derived from basic group theory.

Now let us turn to induced representations:

Let G be a group and H a subgroup. Suppose that ρ : H → End(V ) is a representation

of the subgroup H. Then, as we have seen Map(G,V ) is canonically a G ×H-space. To

keep the notation under control we denote a general function in Map(G,V ) by Ψ. Then

the left-action of G×H defined by declaring that for (g, h) ∈ G×H and Ψ ∈ Map(G,V )

the new function φ((g, h),Ψ) ∈ Map(G,V ) is the function G→ V defined by:

φ((g, h),Ψ)(g0) := ρ(h) ·Ψ(g−1g0h) (7.74)

for all g0 ∈ G. Now, we can consider the subspace of functions fixed by the action of 1×H.

That is, we consider the H-equivariant functions which satisfy

Ψ(gh−1) = ρ(h)Ψ(g) (7.75)

for every g ∈ G and h ∈ H. Put differently: There are two natural left-actions on

Map(G,V ) and we consider the subspace where they are equal. Note that the space of such

functions is a linear subspace of Map(G,V ). We will denote it by IndGH(V ). Moreover, it

is still a representation of G since if Ψ is equivariant so is (g, 1) ·Ψ.

The subspace IndGH(V ) ⊂ Map(G,V ) of H-equivariant functions, i.e. functions satis-

fying (7.75) is called the induced representation of G, induced by the representation V of

the subgroup H. This is an important construction with a beautiful underlying geometrical

interpretation. In physics it yields:

1. The irreducible unitary representations of space groups in condensed matter physics.

2. The irreducible unitary representations of the Poincaré group in QFT.

Example: Let us take V = C with the trivial representation of H, i.e. ρ(h) = 1. Then

the induced representation is the vector space of functions on G which are invariant under

right-multiplication by H. This is precisely the vector space of C-valued functions on the

homogeneous space G/H. For example, the invariant Wigner functions Dj
mL,mR under

right-action by the diagonal U(1) subgroup of SU(2) are Dj
mL,0

(g). These descend to

functions on SU(2)/U(1) ∼= S2 known (for j integral) as the spherical harmonics. The case

of V a trivial representation generalizes in a beautiful way: When (ρ, V ) is nontrivial the

induced representation is interpreted not as a space of functions on G/H but rather as a
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vector space of sections of a homogeneous vector bundle over G/H determined by the data

(ρ, V ). See **** below.

Exercise

Prove (7.57).

Exercise

Let G be the symmetric group on {1, 2, 3} and let H = {1, (12)}. Choose a represen-

tation of H with V ∼= C and ρ(σ) = +1 or ρ(σ) = −1.
a.) Show that in either case, the induced representation IndGH(V ) is a three-dimensional

vector space.

b.) Choose a basis for IndGH(V ) and compute the representation matrices of the ele-

ments of S3 explicitly.

Figure 55: The distinct kinds of orbits of SO(1, 1,R) are shown in different colors. If we enlarge

the group to include transformations that reverse the orientation of time and/or space then orbits

of the larger group will be made out of these orbits by reflection in the space or time axis.
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7.6 An Example of Orbits in physics: Orbits of the Lorentz group and rela-

tivistic wave equations

7.6.1 The case of 1 + 1 dimensions

Consider 1+1-dimensional Minkowski space with coordinates x = (x0, x1) and metric given

by

η :=

(
−1 0

0 1

)
(7.76)

i.e. the quadratic form is (x, x) = −(x0)2 + (x1)2. The two-dimensional Lorentz group

is defined by

O(1, 1) = {A|AtrηA = η} (7.77)

This group acts on M1,1 preserving the Minkowski metric.

The connected component of the identity is the group of Lorentz boosts of rapidity θ:

t→ cosh θ t+ sinh θ x (7.78)

x→ sinh θ t+ cosh θ x (7.79)

that is:

SO0(1, 1;R) ≡ {B(θ) =

(
cosh θ sinh θ

sinh θ cosh θ

)
| −∞ < θ <∞} (7.80)

In the notation the S indicates we look at the determinant one subgroup and the subscript

0 means we look at the connected component of 1. This is a group since

B(θ1)B(θ2) = B(θ1 + θ2) (7.81)

so SO0(1, 1) ∼= R as groups. Indeed, note that

B(θ) = exp

[
θ

(
0 1

1 0

)]
(7.82)

It is often useful to define light cone coordinates: 58

x± := x0 ± x1 (7.83)

and the group action in these coordinates is simply:

x± → e±θx± (7.84)

so it is obvious that x+x− = −(x, x) is invariant.
58Some authors will define these with a 1/2 or 1/

√
2. One should exercise care with this choice of

convention.
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It follows that the orbits of the Lorentz group are, in general, hyperbolas. They are

separated by different values of the Lorentz invariant x+x− = λ, but this is not a complete

invariant, since the sign (or vanishing) of x+ and of x− is also Lorentz invariant. Define

sign(x) :=





+1 x > 0

0 x = 0

−1 x < 0

(7.85)

Then (λ, sign(x+), sign(x−)) is a complete invariant of the orbits. That is, given this triple

of data there is a unique orbit with these properties.

It is now easy to see what the different type of orbits are. They are shown in Figure

55: They are:

1. hyperbolas in the forward/backward lightcone and the left/right of the lightcone

2. 4 disjoint lightrays.

3. the origin: x+ = x− = 0.

It is now interesting to consider the orbits of the full Lorentz group O(1, 1) and its

relation to the massless wave equations. This group has four components and is, group-

theoretically

O(1, 1) = SO0(1, 1) ⋊ (Z2 × Z2) (7.86)

We can write, noncanonically,

O(1, 1) = SO0(1, 1) ∐ P · SO0(1, 1) ∐ T · SO0(1, 1) ∐ PT · SO0(1, 1) (7.87)

with

P =

(
1 0

0 −1

)
T =

(
−1 0

0 1

)
(7.88)

The P and T operations map various orbits of SO0(1, 1) into each other: P is a

reflection in the time axis and T is a reflection in the space axis. Thus the orbits of the

groups SO(1, 1), SO0(1, 1)∐PT ·SO0(1, 1), and O(1, 1) all differ slightly from each other.

As an example of a physical manifestation of orbits let us consider the energy-momentum

dispersion relation of a particle of mass m with energy-momentum (E, p) ∈ R1,1.

1. Massive particles: m2 > 0 have (E, p) along an orbit in the upper quadrant:

O+(m) = {(m cosh θ,m sinh θ)|θ ∈ R} (7.89)

2. Massless particles move at the speed of light. In 1+1 dimensions there is an interesting

distinction: Rightmoving particles have support on k+ = 0 and k− 6= 0. Leftmoving

particles have support on k− = 0.

3. Tachyons have m2 < 0 and have their support on the left or right quadrant. Since

k0 is imaginary for small k1 some plane waves will have exponential growth. These

signal an instability, and some important new physical input is needed.

4. A massless “particle” of zero energy and momentum.
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7.6.2 Orbits, Representations, and Differential Equations

Now let us turn to how these orbits are related to some important differential equations in

field theory.

As we have seen, since O(1, 1) acts on M1,1, it follows that it acts on the space of fields

Map(M1,1, κ), where κ = R or C for a real or complex-valued scalar field. For a scalar field

recall the action of A ∈ O(1, 1) on the space of solutions is

(A ·Ψ)(x) := Ψ̃(x) := Ψ(A−1x) (7.90)

Note the A−1 in the argument of Ψ in the second equality. This is necessary to get a

left-action of the group on the space of fields. If we use Ax then we get a right-action.

Now, quite generally, if V is a representation space for G, and O ∈ End(V ) is an

invariant linear operator, i.e. an operator which commutes with the action of G,

ρ(g)O = Oρ(g) (7.91)

then any eigenspace, say {v ∈ V |Ov = λv} will be a sub-representation of G.

Consider the operator

∂µ∂µ = −∂20 + ∂21 (7.92)

acting on the space of scalar fields. This is an example of an invariant operator, as one

confirms with a simple computation. It can be made manifest by writing

∂µ∂µ = −4∂+∂− (7.93)

where

∂± :=
∂

∂x±
=

1

2
(∂0 ∓ ∂1) (7.94)

The Klein-Gordon equation for a complex or real scalar field Ψ(x0, x1) is

(
∂µ∂µ +m2

)
Ψ = 0 (7.95)

The space of fields satisfying the KG equation is a representation space of O(1, 1), by our

general remark above.

Now we relate the orbits of O(1, 1) to the representations furnished by solutions of the

KG equation:

For field configurations which are Fourier transformable we can write

Ψ(x0, x1) =

∫
dk0dk1ψ̂(k)e

ik0x0+ik1x1 (7.96)

If the field Ψ is on-shell then ψ̂(k) must have support on set

{k : (k0)
2 − (k1)

2 = m2} (7.97)

that is:

(k2 +m2)ψ̂(k) = 0 (7.98)
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Thus, the support in Fourier space is an orbit. In physics the orbit with k0 > 0 is

called the mass-shell.

For example, suppose that m2 > 0. Then on the orbit with k0 > 0 we have k =

m(cosh θ, sinh θ) and we can write the general complex-valued solution as

ψ̂(k) = δ(k2 +m2)ā, (7.99)

where the amplitude ā should be regarded as a complex-valued function on the orbit. Then

a complex-valued solution on the KG equation is generated by such a function on the orbit

by:

Ψ(x) =

∫
d2kδ(k2 +m2)āeik·x

=

∫

R

dk1

2
√
k21 +m2

ā(k1)e
ik·x

=
1

2

∫ ∞

−∞
dθā(θ)eim(x0 cosh θ+x1 sinh θ)

(7.100)

where we chose a convention designation of the argument of the function ā on the orbit.

Thus, we can identify a space of solutions to the KG equation with a space of functions

on an orbit.

Now recall that the space of functions on an orbit is a special case of an induced

representation. As we will soon see, induced representations are the right concept for

generalization to other representations of the Lorentz group.

Remark 1: The components of the Lorentz group: If we use a particular orbit to generate

representations we only represent the subgroup of the Lorentz group which preserves that

orbit. Thus, for the orbit with m > 0 and k0 > 0 we can include the parity-reversing com-

ponent, but not the time-reversing component. Of course, there is a similar representation

of SO0(1, 1)∐P ·SO0(1, 1) given by the hyperbola with k0 < 0. If we wish to represent the

full O(1, 1) then we must include both orbits. Note that, if we wish to use real solutions of

the KG equation we must include both hyperbolae and there is a reality condition relating

the Fourier modes: (ā(k))∗ = a(−k)

Remark 2: The representation can be made into a unitary representation. See below.

Exercise

Show that an invariant linear operator O ∈ End(V ) on a representation space V of G

is a fixed point of the G×G action on End(V ).

7.6.3 The massless case in 1 + 1 dimensions

Having phrased things this way it is natural to ask what relativistic wave equations corre-

spond to amplitudes supported on the light-like orbits.
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In the massless case m2 = 0 the general solution of the KG equation is easily written

as

Ψ = ψL(x
+) + ψR(x

−) (7.101)

Solutions of the form fR = 0 are called left-moving waves because, as time evolves forward,

the profile of the function fL moves to the left on the x1-axis. Similarly, solutions of the

form fL = 0 are called right-moving waves.

Remark: In the massless case there is a “more primitive” relativistic wave equation

which is first order, and whose solutions are always solutions of the massless KG equa-

tion. Namely, we can consider the separate equations

∂+Ψ = 0 (7.102)

∂−Ψ = 0 (7.103)

Note that these equations are themselves Lorentz invariant, even though the operators

∂± are not invariant differential operators. Solutions to (7.102) are right-moving scalar

fields and solutions to (7.103) are left-moving scalar fields. Such on-shell scalar fields

are also known as chiral scalar fields. Equations (7.102) and (7.103) are notable in part

because they play an important role in string theory and conformal field theory. It is

also interesting to note that it is quite subtle to write an action principle that leads to

such equations of motion. They are also called the anti-self-dual and self-dual equations

of motion, respectively because, if we choose the orientation dx ∧ dt then the Hodge star

operation is ∗dt = dx and ∗dx = dt and hence ∗(dx±) = ±dx±. Therefore if ∂±Ψ = 0 its

“fieldstrength” F = dΨ satisfies ∗F = ∓F .
The action of P, T ∈ O(1, 1) on a real scalar field is given by:

(P ·Ψ)(x, t) := Ψ(−x, t)
(T ·Ψ)(x, t) := Ψ∗(x,−t)

(7.104)

The KG equation is separately P and T invariant, but the (anti)-self-dual equations are

not. Nevertheless, the latter equations are PT invariant. This is a special case of the

famous CPT theorem:

Roughly speaking, mathematical consistency implies that if a physical theory is in-

variant under group transformations in the neighborhood of the identity then it must be

invariant under the transformations in the full connected component of the identity. But

this does not mean the theory is invariant under disconnected components such as the com-

ponents containing P and T . As a matter of fact, Nature chooses exactly that option in

the standard model of the electroweak and strong interactions. However, if we also assume

that there is a certain relation to “analytically continued” equations in Euclidean signature

then, since PT is in the connected component of the identity of O(2), such theories must

in fact be PT invariant.
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Figure 56: Illustrating orbits of the connected component of the identity in O(1, 3). In (a) the top

and bottom hyperboloids are separate orbits, and if we include time-reversing transformations the

orbits are unions of the two hyperboloids. In (b) there are three orbits shown with x0 > 0 x0 < 0

(the future and past, or forward and backward light cones), and the orbit consisting of the single

point. In (c), once x2 has been specified, there is just one orbit, for d > 2.

7.6.4 The case of d dimensions, d > 2

Now consider Minkowski space M1,d−1 with d > 2. The nature of the orbits is slightly

different.

1. For λ2 > 0 we can define

O+(λ) = {x|(x0)2 − (~x)2 = λ2 & sign(x0) = sign(λ)} (7.105)

By the stabilizer-orbit theorem we can identify this with

SO0(1, d − 1)/SO(d − 1) (7.106)

by considering the isotropy group at (x0 = λ, ~x = 0). See Figure 56(a).

2. For µ2 > 0 we can define

O−(λ2) = {x|(x0)2 − (~x)2 = −µ2} (7.107)

By the stabilizer-orbit theorem we can identify this with

SO0(1, d − 1)/SO0(1, d − 2) (7.108)

by considering the isotropy group at x = (x0 = 0, x1 = 0, . . . , xd−2 = 0, xd−1 = µ).

The sign of µ does not distinguish different orbits for d > 2 because the sphere Sd−2

is connected. See Figure 56(c).
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3.

O± = {x|x2 = 0 & sign(x0) = ±1} (7.109)

Vectors in this orbit are of the form (x0, |x0|n̂) where n̂ ∈ Sd−2 ⊂ Rd−1 and the sign

of x0 is invariant under the action of the identity component of O(1, 3). (Show this!).

Note that, for d = 2 the sphere S0 has two disconnected components, leading to

left- and right-movers. But for d > 2 there is only one component. We can think of

n̂ ∈ Sd−2 as parametrizing the directions of light-rays. That is, the point where the

light ray hits the celestial sphere. In one spatial dimension, a light ray either moves

left or right, and this is a Lorentz-invariant concept. In d− 1 > 1 spatial dimensions,

we can rotate any direction of light ray into any other. See Figure 56(b). One can

show that these orbits too are homogeneous spaces: 59

O± ∼= SO0(1, d − 1)/I (7.110)

4. The final orbit is of course {x = 0}.

As in 1 + 1 dimensions we can identify a representation space of the Lorentz group

associated with the space of solutions to the KG equation with functions on various orbits.

The formulae are essentially the same. For example for the orbit O+(m) a function ā :

O+(m)→ C determines a solution:

Ψ(x) =

∫
ddkδ(k2 +m2)āeik·x

=

∫

Rd−1

dd−1~k

2
√
~k2 +m2

ā(~k)eik·x
(7.111)

However, for scalar fields, there is no analog of the left- and right-chiral boson. There

are analogs involving interesting first order equations such as the Dirac equation and the

(anti-) self-dual equations for fields with spin.

Quite generally, we can define an inner product on the space of complex-valued solu-

tions of the KG equation such that the action of the Lorentz group is unitary. Observe

that, given any two complex-valued solutions Ψ1,Ψ2 the current

jµ := −i (Ψ∗
1∂µΨ2 − (∂µΨ1)

∗Ψ2) (7.112)

Note that, if Ψ1 and Ψ2 both satisfy the KG equation then

∂µjµ = 0 (7.113)

59The isotropy group of a light ray is I ∼= ISO(d − 2), where ISO(d − 2) is the Euclidean group

on Rd−2. The easiest way to show this is to use the Lie algebra of so(1, d − 1) and work with light-cone

coordinates. Choosing a direction of the light ray along the xd−1 axis and introducing light-cone coordinates

x± := x0 ± xd−1, and transverse coordinates xi, i = 1, . . . , d − 2 if the lightray satisfies x− = 0 then we

have unbroken generators M+i and M ij .
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is conserved. Therefore, if we choose a spatial slice with normal vector nµ and induced

volume form vol the inner product

(Ψ1,Ψ2) :=

∫

Σ
nµjµvol (7.114)

is independent of the choice. So, fixing a Lorentz frame and taking Σ to be the slace at a

fixed time we have

(Ψ1,Ψ2) := −i
∫

Rd−1

(Ψ∗
1∂0Ψ2 − (∂0Ψ1)

∗Ψ2) d
d−1~x (7.115)

This is clearly not positive definite on the space of all solutions but does become positive

definite when restricted to the space of complex solutions associated with a single orbit.

Indeed, substituting the expansion in momentum space (7.111) we get

(Ψ1,Ψ2) =

∫

Rd−1

dd−1~k

2
√
~k2 +m2

(ā1(~k))
∗(ā2(~k)) (7.116)

Having phrased things this way, it is clear that there is an interesting generalization:

We can choose other representations of H = SO(d−1) and consider the induced representa-

tions of the Lorentz group. This indeed leads to the unitary representations, corresponding

to particles with nontrivial spin.

7.7 Spaces of orbits

We now shift our focus from studying orbits to studying the space of orbits.

In general, if G has a right-action on a set X then the set of distinct G-orbits is denoted

X/G. If G has a left-action then the set of distinct G orbits is denoted G\X.

The study of such spaces of orbits is rather vast. Some of the ways spaces of orbits

enter into physics are the following:

1. Spaces of orbits such as homogeneous spaces given beautifully symmetric manifolds

(or orbifolds). Thus they form a rich source of geometrical constructions and can be

used in constructing spacetimes or discussing moduli spaces of solutions to equations.

2. A natural source of orbits is Hamiltonian dynamics. The time evolution of a dynam-

ical system naturally defines a system of R or Z -orbits on phase space.

3. If G is a global symmetry group in a field theory, then the vacua of the theory are a

union of orbits of G, and hence a union of homogeneous spaces G/H. In general H

will be different in different connected components. It is referred to as the unbroken

symmetry in the theory of spontaneous symmetry breaking.

4. Often, it is convenient to introduce redundant variables in a physical problem to

make some other property of the physics (such as locality) manifest. In this case

G is a gauge symmetry and it acts on the set of redundant variables X while the

space of orbits X/G are the physically inequivalent variables. The canonical example
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is obtained by identifying X with the set of all gauge potentials and G with the

group of gauge transformations. For example, on M1,3 the gauge potentials Aµ are

redundant variables. The group G = Map(M1,3,R) acts by Aµ → Aµ + ∂µχ. The

orbit space is parametrized by the fieldstrength Fµν .

We cannot cover this topic in proper detail here, but just indicate some examples and

definitions to give a taste of the subject.

Remarks

1. As an example, let us consider the case where X = G is itself a group. Let H ⊂ G

be a subgroup and consider the right-action of H on the set X. The set of orbits is

G/H. This is in accord with our notation for the set of left-cosets of a subgroup H

in a larger group G. Note that the set of orbits still admits a left-action by G. If

K ⊂ G is another subgroup then the set of orbits of the left-action of K on G/H is

known as a double coset and denoted K\G/H.

2. Warning! The notation X/G is somewhat ambiguous, as a space X can admit more

than one group action. For example, if X = G and we use right-translation R(g)

then X/G is a single point. On the other hand, if X = G and the G action is by

conjugation:

φg(h) := ghg−1 (7.117)

then the space X/G is the set of conjugacy classes in G and always has more than

one point, if G is nontrivial.

3. When G is a topological group acting on a topological space X we can make X/G

into a topological space: We use the quotient topology under the equivalence relation

of being G-related. Put differently, the topology on X/G is defined by requiring that

p : X → X/G be a continuous map. That is, U ⊂ X/G is open if p−1(U) is open.

Even when X and G are relatively “simple” the quotient can be quite subtle and

complicated. For example, even if X and G are Hausdorff the quotient might not be

Hausdorff. So, it is useful to have some criteria for when quotients are “well-behaved.”

4. If G is a discrete group we defined the notion of a “properly discontinuous action”

above. In this case we have a nice

Theorem: Let G be a discrete group acting freely and properly discontinuously on

a Hausdorff manifold X. Then the quotient X/G is a Hausdorff manifold.

To prove this, just note that around each point x ∈ X there is an open neighborhood

U homeomorphic to Rn such that g · U ∩ U = ∅ for all g 6= 1. This U will serve as a

local neighborhood. To check that it is Hausdorff show that if x1, x2 are on distinct

orbits then we can then there are compact neighborhoods K1 and K2 of x1, x2 which

are disjoint. For a more complete proof see Thurston, Proposition 3.5.7.
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5. When G is a Lie group one useful criterion is the

Theorem: [Quotient manifold theorem]: Let G be a Lie group acting smoothly,

freely, and properly, on a smooth manifold X. Then X/G is a manifold of dimension

dimX − dimG and the projection map p : X → X/G is a submersion.

For a proof see, J. Lee, Introduction to smooth manifolds, pp. 218-223.

7.7.1 Simple examples

Example 1 . G = Z acts properly discontinuously on R via n · x = x+ n. The orbits are

in 1-1 correspondence with [0, 1]/ ∼ where ∼ identifies 0 ∼ 1. Note that therefore the set

of orbits is in one-one correspondence with R/Z, and can be identified with points on the

circle S1.

Example 2. This generalizes: Let Λ be a two-dimensional lattice. It acts properly dis-

continuously on R2 by translation. Then

R2/Λ (7.118)

is geometrically realized as a doughnut, or torus. Of course, nothing is special about two

dimensions in this example, if Λ is an n-dimensional lattice in Rn then it acts on Rn by

translations and the set of orbits is an n-dimensional torus.

Example 3: If we take X = S2 and G = SO(2) acting by rotations around some axis

then the space of orbits is the closed interval.

Example 4: If X = Rn+1 − {0} and G = R∗ acting by scalar multiplication then X/G ∼=
RPn. Similarly if X = Cn+1 − {0} and G = C∗ acting by scalar multiplication then

X/G ∼= CPn. In these cases the quotient manifold theorem is not so useful because the

groups involved are not compact so it is not easy to check the map is proper. However,

if we think of CPn as the moduli space of lines through the origin then we can put the

standard Hermitian structure on Cn+1 and observe that for every line there exists a basis

vector v of norm one: v∗ · v = 1. But

{v ∈ Cn+1|v∗ · v = 1} ∼= S2n+1 (7.119)

This ON vector is not unique. We can define an action of U(1) on S2n+1 by v → eiθv. Then

S2n+1/U(1) is a manifold by the quotient manifold theorem, and is another presentation

of CPn. Now that we see that a given space of orbits can be realized as a quotient space

if different ways we should note a third presentation: GL(n + 1,C) acts on CPn by linear

action on the homogeneous coordinates. The action is clearly transitive. Therefore, by the

stabilizer-orbit theorem we need only find the stabilizer subgroup of a convenient point,

such as [1 : 0 : · · · : 0]. The stabilizer subgroup of this point is the subgroup B of

GL(n + 1,C) consisting of matrices of the form:
(
g11 g12 · · · g1,n+1

0n×1 g̃

)
(7.120)
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where g̃ ∈ GL(n,C) and g11 ∈ C∗. Then CPn can be identified with the complex homoge-

neous space GL(n + 1,C)/B.

Example 5: If we take X = R2 with G = SO0(1, 1) acting via Lorentz transformations

then we saw above that the space of orbits X/G is a union of a 5 special points together

with four copies of (0,∞). In this case X/G is not a Hausdorff space. See Section ****

below.

7.7.2 Fundamental domains

One way to try to get a picture of the space of orbits of a group action on a space X is

to form a fundamental domain. In order to define this notion recall that given a G action

on X we can define an equivalence relation, saying x ∼ y (“x is G-related to y” if there

is a g ∈ G with y = g · x. In these terms a fundamental domain is a subset F ⊂ X of

elements providing a complete set of representatives of the distinct equivalence classes for

this relation. Then:

X = ∐g∈Gg · F , (7.121)

so the points in F are in one-one correspondence with the points of X/G. Put differently:

Definition: A fundamental domain for a group action of G on X is a subset F ⊂ X such

that:

1. No two distinct points in F are G-related.

2. Every point of X is G-related to some point in F .

Example 1 . Finite covers of the circle. Consider:

X = U(1) ∼= {z : |z| = 1} ∼= S1 (7.122)

and let G ∼= Z/NZ be the subgroup of N th roots of 1. This acts on X by multiplication. A

fundamental domain is the set of z = eiθ with θ varying over a half-open interval of length

2π/N . For example we could take 0 ≤ θ < 2π/N . Then X/G is another copy of S1. The

map p : X → X/G can be identified with the map p(z) = zN .

Example 2 . If we consider X/G = R/Z ∼= S1 then a fundamental domain would be

any set of points θ ≤ x < θ + 1, for any θ. As we see from the previous two examples,

fundamental domains are not unique.

Example 3 . If we consider R2/Z2 where Z2 acts by translations by independent vectors

e1, e2 then one choice of fundamental domain would be the set of points ~x0 + t1e1 + t2e2
where we take the union

{(t1, t2) : 0 < t1, t2 < 1} ∐ {(0, t2) : 0 < t2 < 1} ∐ {(t1, 0) : 0 < t1 < 1} ∐ {(0, 0)} (7.123)

– 147 –



Note that ~x0 is arbitrary, and any choice gives a fundmental domain.

Example 4 . In general unit cell F̄ ⊂ Rn of an embedded lattice Λ ⊂ Rn is the closure

of a fundamental domain for Rn/Λ. One natural choice is given by choosing a basis ei for

the lattice together with a vector ~x0 ∈ Rn and defining

F̄ = ~x0 + {
∑

i

tiei|0 ≤ ti ≤ 1}. (7.124)

Since Rn has a natural Euclidean metric the lattice Λ inherits an inner product. In the

basis ei it is given by the symmetric form Gij := ei · ej. Note that the volume of the unit

cell is

vol(F̄) =
√

detGij (7.125)

Figure 57: Constructing a Wigner-Seitz (or Voronoi) cell for the triangular lattice. The cells are

regular hexagons. Figure from Wikipedia.

Example 5 . Given an embedded lattice Λ ⊂ Rn we can use the metric to produce a

canonical (i.e. basis-independent) set of fundamental domains, known as Voronoi cells in

mathematics and as Wigner-Seitz cells in physics. Choose any lattice point v ∈ Λ and

take F̄ to be the set of all points in Rn which are closer to v than to any other point.

(If the points are equidistant to another lattice point we include them in the closure F̄ .
Thus, for the regular triangular lattice a Wigner-Seitz cell would be a regular hexagon

centered on a lattice point. See Figure 57. In reciprocal space, the Wigner-Seitz cell for

the reciprocal lattice is known in solid state physics as the Brillouin zone. Note that

there is a clear algorithm for constructing F̄ : Starting with v we look at all other points

v′ ∈ Λ. We consider the hyperplane perpendicular to the line between v and v′ and take

the intersection of all the half-planes containing v. It is also worth remarking that the
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Figure 58: The keyhole region, a standard choice of fundamental domain for the action of

PSL(2,Z) on the complex upper half-plane. Figure from Wikipedia article on ”Modular Group”.

concept of Voronoi cell does not require a lattice and applies to any collection of points,

indeed, any collection of subsets of Rn.

Example 6 . The modular group. The modular group is PSL(2,Z) := SL(2,Z)/{±1},
where SL(2,Z) is the subgroup of SL(2,R) of matrices all of whose matrix elements are

integers. Recall that this group acts effectively on the complex upper half-plane H via
(
a b

c d

)
· τ :=

aτ + b

cτ + d
(7.126)

We will find a fundamental domain for this group action, and in the process prove that

SL(2,Z) is generated by the group elements S and T defined by:

S :=

(
0 1

−1 0

)
(7.127)

T :=

(
1 1

0 1

)
(7.128)
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Denote their images in PSL(2,Z) by S̄, T̄ . 60

Let:

F̃ := {τ ∈ H||τ | ≥ 1 & |Re(τ)| ≤ 1

2
} (7.129)

This is almost, but not quite the canonical fundamental domain for the modular group. It

is the famous keyhole region shown in Figure 58. Let Ḡ be the subgroup generated by S̄

and T̄ . We claim that ∪g∈Ḡg · F̃ is the entire half-plane. To prove this recall that, for any

g ∈ SL(2,Z),
Im(g · τ) = Imτ

|cτ + d|2 (7.130)

Now, for any fixed τ ∈ H the function |cτ + d| is bounded below on SL(2,Z), and hence

on G. Indeed, decomposing τ = x+ iy into its real and imaginary parts

|cτ + d|2 = (cx+ d)2 + c2y2 ≥
{
y2 c 6= 0

d2 ≥ 1 c = 0
(7.131)

Therefore, for any fixed τ there will exist a group element g ∈ Ḡ such that Im(g · τ) takes
a maximal value as a function of g. Note that multiplying g on the left by a power of T̄ or

T̄−1 does not change this property, so there is not a unique g which maximizes Im(g · τ).
We can fix the ambiguity by requiring |Re(g · τ)| ≤ 1

2 . Choose such a group element g. We

claim that for this transformation, τ ′ = g · τ ∈ F̃ . We need only check that |τ ′| ≥ 1. If not,

then |τ ′| < 1 but then Im(S̄ · τ ′) = Im(τ ′)/|τ ′|2 > Im(τ ′), contradicting the definition of

g. In conclusion, every element of the upper half-plane can be brought to F̃ by a suitable

element of Ḡ.

Now we need two Lemmas:

Lemma 1: If g ∈ SL(2,Z) and τ have the property that both τ ∈ F̃ and g · τ ∈ F̃ then

1. |Re(τ)| = 1
2 and g · τ = τ ± 1, or

2. |τ | = 1

To prove this note that, WLOG, we may assume that Im(g · τ) ≥ Imτ . (If not replace

g → g−1 and τ → g−1τ .) But this equation implies 1 ≥ |cτ + d| which in turn implies:

1 ≥ |cτ + d|2

= (cx+ d)2 + c2y2

= c2|τ |2 + 2cdx+ d2

≥ c2|τ |2 − |cd|+ d2

= c2(|τ |2 − 1

4
) + (|d| − 1

2
|c|)2

≥ 3

4
c2 + (|d| − 1

2
|c|)2

(7.132)

From (7.132) we conclude:

60We are here following a very nice argument by J.-P. Serre, A Course in Arithmetic, Springer GTM 7,

pp. 78-79.
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1. (c = 0, d = ±1) or (c = ±1, d = 0,±1).

2. The inequalities are saturated iff 2cdx = −|cd| and |τ | = 1.

If c = 0 and d = ±1 then g · τ = τ ± 1. In this case it is clear that |Re(τ)| = 1
2 . If

c = ±1, and d = 0,±1 then the inequality is saturated, and hence |τ | = 1.

Lemma 2: If τ ∈ F̃ and ḡ · τ = τ with ḡ ∈ PSL(2,Z) and ḡ 6= 1 then either

1. τ = i and the stabilizer group is {1, S̄}

2. τ = ω = e2πi/3 = −1
2 +

√
3
2 i and the stabilizer group is

{1, S̄T̄ , (S̄T̄ )2} (7.133)

3. τ = −ω2 = eπi/3 = 1
2 +

√
3
2 i and the stabilizer group is

{1, T̄ S̄, (T̄ S̄)2} (7.134)

In particular, for all other points τ ∈ F̃ , the stabilizer group is the trivial group.

Lemma 2 follows quickly from Lemma 1: If gτ = τ then we must be in the case c = ±1.
If d = 0 then a − 1/τ = τ for some integer a. But we must also have |τ | = 1 and hence

a = τ+ τ̄ . Since a is an integer we quickly find that a = 0 with τ = i, or a = ±1 with τ = ω

or −ω2. If d = ±1 then from the saturation condition 2cdx = −|cd| we get x = −1
2d/|d|

and hence τ = ω or = −ω2.

Now we can finally prove:

Theorem: SL(2,Z) is generated by S and T .

Proof : Let τ0 be in the interior of F̃ . Then choose any element g ∈ SL(2,Z) with ḡ 6= 1.

Then there is an element g′ ∈ Ḡ so that g′g ·τ0 ∈ F̃ . Moreover, this element must be in the

interior of F̃ by Lemma 1 and and hence, by Lemma 2, g′g = 1 in PSL(2,Z). Therefore

ḡ ∈ Ḡ, which means Ḡ = PSL(2,Z). Moreover, S2 = −1, and hence S and T generate

SL(2,Z). ♠

1. The exact fundamental domain F must be chosen so that no two distinct points

on the boundary are G-related. So, for example, we could choose the part of the

boundary with Re(τ) ≥ 0.

2. One can show that the relations on S and T are:

S2 = −1 (ST )3 = −1 (7.135)

3. Given g ∈ SL(2,Z) it is possible to write the word in S, T giving g by applying the

Euclidean algorithm to (a, c) and interpreting the standard equations there in terms

of matrices. See Chapter 1, Section 8.
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4. Although the keyhole region is the standard fundamental domain there is no unique

choice of fundamental domain. For example, one could equally well use any of the

images shown in Figure 58 (and of course there are infinitely many such regions).

Moreover, we could displace F → F + ǫ and still produce a fundamental domain.

5. The action of PSL(2,Z) is properly discontinuous on H, but not quite free. If we

consider finite-index subgroups that do not contain the stabilizer groups mentioned

above then the action will be free and the quotient space will be a nice Riemann

surface.

Exercise

a.) The face-centered-cubic lattice in R3 is the sublattice of Z3 of all points such that∑
i xi = 0mod2. Construct the Wigner-Seitz cell for the fcc lattice.

b.) The body-centered-cubic lattice in R3 is the sublattice of Z3 such that the coordi-

nates xi are all even or all odd. Construct the Wigner-Seitz cell for the bcc lattice.

Exercise

a.) The group Γ0(2) is the subgroup of SL(2,Z) of matrices with c = 0mod2. Find a

fundamental domain for Γ̄0(2) acting on H.
b.) The group Γ(2) is the subgroup of SL(2,Z) of matrices congruent to 1 modulo 2.

Find a fundamental domain for Γ̄(2).

7.7.3 Algebras and double cosets

TO BE WRITTEN

7.7.4 Orbifolds

An interesting class of examples where the quotient space is “almost” a manifold are called

“orbifolds” or “V-manifolds.”

In a manifold, neighborhoods of points locally look like copies of Rn.

In an orbifold neighborhoods of points locally look like copies of Rn/Γ where Γ is a

finite group acting on Rn. The finite group Γ can depend on the point in question. For

example, for “most” points it might be trivial. But for some other points it might be

nontrivial

Example 1: Let Z2 act on Rn by σ · ~x = −~x. Then in the quotient space Rn/Z2 the

neighborhood of every point is homeomorphic to Rn except for the origin. A neighborhood

of [~0] is a cone on RPn−1. Since RPn−1 is not homotopy equivalent to Sn−1 for n > 2 this

space cannot be homeomorphic to Rn for n > 2.
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Example 2: Consider the n-dimensional torus T n = Rn/Zn. Let Γ = Z2 act on T n with

the action induced from σ · ~x = −~x on Rn. There are now 2n fixed points. At each fixed

point the local neighborhood is homeomorphic to Rn/Z2.

Example 3: Let G ∼= Z/NZ be the group of N th roots of 1 acting on the complex plane by

multiplication. The quotient C/ZN is an orbifold. The stabilizer group is trivial everywhere

except the origin, where it is all of G. A neighborhood of 0 should be viewed as a cone

with opening angle 2π/N .

Example 4: Recall that we showed that we can identify H ∼= SL(2,R)/SO(2). Now

consider the double-coset

Γ\SL(2,R)/SO(2) (7.136)

where Γ = SL(2,Z). We can identify this as the set of orbits of Γ on H. From our analysis

of the fundamental domain above we see that it is topologically a sphere with two orbifold

singularities. The one at [i] has a neighborhood modeled on C/Z2 and the one at [ω] = [−ω̄]
has a neighborhood modeled on C/Z3. In addition, there is one puncture (at τ = i∞).

Exercise Weighted projective spaces

Choose positive integers p1, · · · pn+1. Then the weighted projective space WP[p1, . . . , pn+1]

is the space defined by (Cn+1 − {~0})/C∗ with C∗ action:

λ · (z1, . . . , zn+1) := (λp1z1, . . . , λ
pn+1zn+1) (7.137)

Show that the resulting quotient space is a well-defined orbifold. What are the orbifold

singularities?

7.7.5 Examples of quotients which are not manifolds

When we divide by a noncompact group like C∗ or GL(n,C) then, even when the action

is free the quotient space M/G can be a “bad” (e.g. non-Hausdorff, or very singular and

difficult-to-work-with ) space.

Example 1 Consider the circle S1 ∼= R/Z. Consider translation x → x + α where α

is irrational. This generates an action of Z on S1 (or Z ⊕ Z on R) that is not properly

discontinuous. The quotient space is not a manifold.

Example 2 . A similar example. Consider the two-dimensional torus, identified with

S1 × S1 ∼= R/Z× R/Z. Thus we can use coordinates (x, y) where x, y are defined modulo

1. Consider the group action by R:

(x, y)→ (x+ tv1, y + tv2) (7.138)

where t ∈ R, (v1, v2) is some vector. If the slope v2/v1 is a rational number the orbits are

compact and the space of orbits is a nice space. (Exercise: What is this space?) But if the
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slope is irrational we again have a non-Hausdorff space since the orbits are all dense, so it

is impossible to separate open sets around these orbits.

Example 3: Consider X = Cn+1 and G = C∗ acting as

λ · ~z = λ · (z1, . . . , zn+1) := (λz1, . . . , λzn+1) (7.139)

for λ ∈ C∗. Then X/C∗ is not Hausdorff. For consider the equivalence class [~0]. Let

π : X → X/C∗ be the projection. An open neighborhood U of [~0] is such that π−1(U) is

an open neighborhood of ~0. Now consider any other point [~w] where ~w 6= 0. There will

always be a λ ∈ C∗ so that λ~w ∈ π−1(U). Therefore, [~w] ∈ U for all points [~w] ∈ X/C∗!
In particular one cannot separate [~0] and [~w] by open sets. Clearly, there is one bad actor

here, the point ~0. Indeed if we eliminate it then the C∗ action on C∗−{0} produces a good

manifold

CPn = (C∗ − {0})/C∗ (7.140)

Example 4: For a very similar example let us consider a C∗ action on C2 with two

coordinates φ1, φ2 and action:

φ1 → λφ1

φ2 → λ−1φ2
(7.141)

Generic orbits are labelled by the “gauge invariant” quantity φ1φ2. Note however that

there are 3 special orbits corresponding to the value φ1φ2 = 0:

O1 = {(φ1, 0)|φ1 6= 0}
O2 = {(0, φ2)|φ2 6= 0}
O3 = {(0, 0)}

(7.142)

Unlike projective space now the space

[C2 −O3]/C
∗ (7.143)

is NOT a Hausdorff space. Indeed the orbits O1 and O2 project to two distinct points

[O1] and [O2] and we claim these cannot be separated from each other by open sets in the

quotient topology. See the exercise below.

We could just consider the space

[C2 − (O1 ∪ O2 ∪ O3)]/C
∗ (7.144)

Now the quotient by C∗ is Hausdorff and is a nice algebraic variety. It is just a copy

of C∗.
But we could compactify (7.144). One way to do this is to omit the axes φ1 = 0 and

φ2 = 0, but include the origin, then the quotient space C2 − (O1 ∪O2) is well-defined and
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in fact isomorphic to C. But in fact, there are three ways of getting a good quotient by

omitting any two of the three special orbits and then dividing by C∗.

Remark: We did not use the complex numbers in an essential way in Example 4 so we

can apply the very same ideas to the quotient of Minkowski space by the component of the

identity of the Lorentz group. We can consider the real subspace R2 ⊂ C2 and interpret

φ1, φ2 as light-cone coordinates. Then we consider the subgroup of C∗ corresponding to

R+. We studied the orbits in Section **** above. Using the same kind of reasoning as

above we see that the quotient is not a Hausdorff space since the origin cannot be separated

from the lightlike orbits. Even if we remove the origin the quotient is not Hausdorff since

we cannot separate timelike and spacelike orbits from lightlike orbits. If we remove the

origin and the lightlike orbits then the quotient space is a Hausdorff space. It is naturally

thought of as four copies of R+.

Example 5: Another example similar to the above is the following. Let us consider the

set of conjugacy classes of all matrices in M ∈Mn(C) under the action of S ∈ GL(n,C):

M 7→ SMS−1 (7.145)

Let us consider the conjugacy classes of matrices:

C(n) :=Mn(C)/GL(n,C) (7.146)

we could consider this as the set of linear transformations T : V → V up to change of

basis, where V is an n-dimensional complex vector space.

The key fact here is that every matrix can be brought to Jordan canonical form: (See

Linear Algebra User’s Manual, chapter **** for more details, application, and a proof.)

Take the characteristic polynomial p(x) = det(x1 −M) and factor it into its distinct

complex roots p(x) =
∏s
i=1(x − λi)ri where ri > 0. Then, first of all we can bring M to

block diagonal form M = ⊕si=1Mi, where each block Mi is itself a block of Jordan matrices

of type i, that is, there are positive integers niα, 1 ≤ α ≤ ki with
∑

α n
i
α = ki such that

Mi = ⊕kiα=1J
(ni

α)
λi

(7.147)

where J
(1)
λ is the 1 × 1 matrix with entry λ and, for n > 1, J

(n)
λ = λ1n×n +

∑n−1
j=1 ej,j+1

cannot be brought to a simpler form, and certainly cannot be diagonalized.

If a matrix M has nontrivial Jordan form then the quotient space Mn(C)/GL(n,C)

is non-Hausdorff in the neighborhood of [M ]. To see why it suffices to consider the case

n = 2: The characteristic polynomial p(x) := det(x1 −M) is now order two. When there

are two distinct roots M is diagonalizable. When two roots coincide, say p(x) = (x− λ)2,
then there are two possibilities: Either M = λ12×2 for some λ, or, M is conjugate to

Jordan form:

M = S

(
λ 1

0 λ

)
S−1 (7.148)
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The existence of matrices with nontrivial Jordan blocks leads to non-Hausdorff be-

havior of the quotient. To see this it suffices to consider conjugation by matrices of the

form:

g =

(
t1 0

0 t2

)
∈ GL(2,C) (7.149)

then

g

(
λ 1

0 λ

)
g−1 =

(
λ z

0 λ

)
(7.150)

with z = t1/t2 so (
λ 1

0 λ

)
∼
(
λ z

0 λ

)
(7.151)

for any z ∈ C∗.

Now, suppose V̄ ⊂ C(2) is an open set in the quotient topology and moreover

[

(
λ 0

0 λ

)
] ∈ V̄ (7.152)

p−1(V̄ ) is an open set in M2(C) containing the matrix λ12×2. But any such open set must

also contain (
λ z

0 λ

)
(7.153)

for some sufficiently small z. Therefore,

[

(
λ z

0 λ

)
] = [

(
λ 1

0 λ

)
] (7.154)

for z 6= 0, is a distinct point from

[

(
λ 0

0 λ

)
] (7.155)

and yet any neighborhood of [

(
λ 0

0 λ

)
] contains [

(
λ 1

0 λ

)
]. So, these distinct points cannot

be separated by open sets.

If, by hand, we consider the subset of diagonalizable matrices in M2(C) then the

quotient is better. If m ∈ GL(2,C) is of the form:

m = g

(
z1 0

0 z2

)
g−1 z1 6= z2 (7.156)

then [m] is parametrized by the unordered pair {z1, z2}. This is just the configuration space

C2/Z2 and is just an orbifold, with a Z2 orbifold singularity along the diagonal {z, z}.
Returning to the general case, if we consider M ss

n (C) ⊂ Mn(C) of diagonalizable ma-

trices then the quotient M ss
n (C)/GL(n,C) is much better behaved. It is an orbifold, with
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orbifold singularities corresponding to various symmetric groups along loci where eigenval-

ues coincide.

Remarks

1. Making nice quotients is part of the general subject of “geometric invariant theory.”

See, Fogarty, Kirwan, and Mumford, Geometric Invariant Theory for a sophisticated

presentation of conditions in algebraic geometry for when quotients are “good.”

2. The mathematics of Geometric Invariant theory finds several applications in super-

symmetric field theory and string theory. First of all, it is important in forming

various moduli spaces. (For example, we saw it was necessary in forming a good

quotient space corresponding to the moduli space of lines.) Closely related to this, it

is important in understanding the moduli spaces of vacua in SUSY field theory.

3. The examples of quotients by ergodic actions such as the irrational rotation on a

circle forms one of the primary examples in the study of noncommutative geometry.

See, A. Connes, Noncommutative Geometry for much detailed discussion.

Exercise

Consider a small open neighborhood of [O1]:

{[(1, z2)] : |z2| < ǫ} (7.157)

and a small open neighborhood of [O2]:

{[(z1, 1)] : |z1| < ǫ′} (7.158)

a.) Show that when n > 0 in (7.141) these sets will intersect each other no matter how

small we take ǫ, ǫ′

Therefore we cannot separate [O1] from [O2] and the quotient space is not Hausdorff.

7.7.6 When is the quotient of a manifold by an equivalence relation another

manifold?

A natural question which arises from these examples is, more generally, when the quotient

of a manifold by a general equivalence relation is another manifold.

An equivalence relation ∼ on any set X has a graph which is the subset R ⊂ X ×X
defined by

R = {(x, y)|x ∼ y} (7.159)

Conversely, one could define an equivalence relation from subsets ofX×X satisfying certain

properties.
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We have already discussed how, if X is a topological space and ∼ is an equivalence

relation then we can define a topological space with a continuous projection p : X → X/ ∼.
A question which frequently arises is this: If M is a manifold, when is M/ ∼ a manifold?

One criterion for answering this question is the following theorem: 61

Theorem: If M is a smooth manifold and ∼ is an equivalence relation then the following

are equivalent:

1. M/ ∼ is a smooth manifold and p :M →M/ ∼ is a submersion.

2. The graph R ⊂M×M is a proper smooth submanifold and the projection p1 :M×M
onto the first factor, when restricted to R, is a proper submersion.

8. Homogeneous spaces of Lie groups

If H is a subgroup of G then we have defined above a homogeneous space as the set G/H,

the set of right H-orbits on G, or the set of left H-cosets.

When G is a Lie group and H is a Lie subgroup then, when the conditions of the

quotient manifold theorem apply, the homogeneous space G/H is a beautiful manifold

with a high degree of symmetry. Note that the right-action of H on G is clearly smooth

and free, so the only question is whether it is proper. If G and H are compact, this is

automatic. When G and/or H is noncompact it might or might not be true. When the

quotient manifold theorem applies the dimension of G/H is dimG− dimH.

In fact, more is true: Recall that T1G = g is the Lie algebra of G and T1H = h is the

Lie subalgebra of H. The tangent space is naturally identified with the quotient g/h. (This

is not a Lie algebra, in general.) If we use a metric to define an orthogonal complement

g = h⊕ p then we can identify p ∼= T1(G/H).

One can usefully introduce metrics into the discussion. For matrix groups we can define

a metric on g by (X,Y ) = −TrV ρ(X)ρ(Y ) where the trace is in some representation. If G

is simple and connected then the metric only depends on the choice of V up to an overall

constant and is proportional to the Cartan-Killing form:

(X,Y )C.K. := −TrgAd(X)Ad(Y ) (8.1)

In this case p inherits a metric and hence G/H inherits a metric which can be pushed

forward globally over G/H.

Example 1: Let us consider SO(3,R)/SO(2,R) (where we choose a particular subgroup of

SO(3,R) isomorphic to SO(2,R).) We have already seen from the stabilizer-orbit theorem

that as a set:

SO(3,R)/SO(2,R) ←→ S2 (8.2)

61For a proof see Theorem 8.3 of the notes “Differential Geometry,” by R.L. Fernandes, in

http://www.math.illinois.edu/˜ruiloja/Math519/notes.pdf.
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Now, from the quotient manifold theorem we can interpret this as a statement about

smooth manifolds. In fact, we can even interpret it as a statement about Riemannian

manifolds, when we use a Cartan-Killing metric on SO(3,R).

Example 2: Generalizing the previous example, consider SO(n + 1)/SO(n). Note that

SO(n+1) acts transitively on the unit n-sphere in Rn+1 with stabilizer SO(n). For example,

choose ~x0 = (0, . . . , 0, 1) then the stabilizer group is the SO(n) subgroup

(
g 0

0 1

)
(8.3)

with g ∈ SO(n). Therefore Sn = SO(n + 1)/SO(n) as manifolds. Recall that the Lie

algebra of SO(n+ 1) is the set of real antisymmetric matrices. Using the inner product

(X,Y ) := −Trn+1XY (8.4)

we can take p to be the span of the antisymmetric matrices pi = ei,n+1− en+1,i, 1 ≤ i ≤ n.
These represent tangent vectors on the sphere and the metric is (pi, pj) = 2δi,j .

Example 3: As we have seen, the group SL(2,R) has a natural left-action on the upper-

half-plane via fractional linear transformations:

(
a b

c d

)
· τ :=

aτ + b

cτ + d
(8.5)

It is not difficult to show that this is a transitive action on the upper-half-plane. It is also

particularly easy to compute the stabilizer subgroup of τ = i. Converting the left-action

to a right-action (as is often convenient in applications) via τ 7→ g−1 · τ we can identify:

H ∼= SL(2,R)/SO(2) (8.6)

In this case, the natural metric is an extremely interesting metric known as the Poincaré

metric

ds2 =
|dτ |2
(Imτ)2

(8.7)

In physics it is the first example of a Euclidean anti-deSitter metric.

Remarks

1. A common application of homogeneous spaces is in describing vacua of a scalar

field theory with a global symmetry. Suppose φ is a scalar field on d-dimensional

Minkowski space, M1,d−1, valued in some representation space V of a compact Lie

group G. Suppose that U(φ) is a G-invariant potential energy. Typically it is an
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invariant polynomial in φ which is bounded below for a stable and renormalizable

field theory. If we choose a G-invariant metric on V then the action will be

S[φ] =

∫

M1,d−1

[
1

2
(∂µφ, ∂

µφ)− U(φ)

]
ddx (8.8)

so the energy will be

H[φ] =

∫

Rd−1

[
1

2
(Π,Π) +

1

2
(∂iφ, ∂iφ) + U(φ)

]
ddx (8.9)

Then, in classical field theory, the vacua are field configurations where the momentum

Π = 0, the field is constant ∂iφ = 0 and the constant value of φ minimizes U(φ). Of

course if φ ∈ V minimizes U then so does φ(g)φ for any g ∈ G. It follows that the

set of classical vacua, M, has an action of G on it, and therefore decomposes as a

union of G-orbits.

Example 1: Suppose φ ∈ Rn is a real-valued vector and G = SO(n). Then if

U(φ) = λ(φ · φ− v2)2, (8.10)

where the coupling constant λ > 0 so that the energy is bounded below, the set of

minima form the sphereM∼= Sn−1 ∼= SO(n)/SO(n− 1) of radius |v|.

Example 2: Suppose φ ∈ Hn is a an Hermitian n× n matrix and G = SU(n) acts

on Hn by ρ(u) · φ = uφu†. Suppose that

U(φ) = λTr(φ2 − v2)2, (8.11)

where again λ > 0 is a coupling constant. Since (φ2 − v2)2 is a positive definite

Hermitian matrix the minimum is obtained by (φ2 − v2)2 = 0. Again, using the fact

that φ is Hermitian it follows that φ2 − v2 = 0. Any such matrix has the property

that

P =
1

2
(1 + v−1φ) (8.12)

is an Hermitian projection operator. The image of P is a k-dimensional subspace of

Cn. The us the set of classical vacua is isomorphic to the disjoint union of Grassma-

nians:

M∼= ∐nk=0Gr(k, n) (8.13)

In quantum field theory with d > 2 the components Gr(k, n), if not lifted by quantum

effects, will correspond to a family of vacua in which SU(n) is spontaneously broken

to a subgroup isomorphic to S(U(k)× U(n− k)).

Exercise
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Let π ∈Mn1×n2(C) be an n1 × n2 complex matrix.

a.) Show that

exp

(
0 π

−π† 0

)
=




cos
(√

ππ†
)

π
sin(

√
π†π)√
π†π

−π† sin(
√
ππ†)√
ππ†

cos
(√

π†π
)


 (8.14)

b.) In particular, show that for z a complex number we have

exp

(
0 −z̄
z 0

)
=

1√
1 + |u|2

(
1 −ū
u 1

)
(8.15)

with

u = z
tan |z|
|z| (8.16)

c.) Show that SU(2)/U(1) ∼= CP1 by considering the linear action of SU(2) on homo-

geneous coordinates of CP1. Using this action show that we can interpret the parameter u

in part (b) as the stereographic projection of the sphere to the complex plane.

d.) Show that for G = SO(n+ 1) taking π =
∑n

i=1 θ
ipi we have

exp[π]~x0 =

(
sin |θ|
|θ| θ

i

cos |θ|

)
(8.17)

where pi = ei,n+1 − en+1,i, |θ| =
√∑

(θi)2 and ~x0 has all components zero except for the

last one, which is one.

e.) Show that

exp

(
0 π

π† 0

)
=



cosh

(√
ππ†

)
π
sinh(

√
π†π)√

π†π

π†
sinh(

√
ππ†)√

ππ†
cosh

(√
π†π

)


 (8.18)

Remark: Note well that (8.14) forms a compact set of matrices and (8.18) forms a

noncompact set of matrices.

f.) Consider the Lorentz group on M1,d−1. Using (e) compute the Lorentz matrix

corresponding to a boost of rapidity β in the n̂ direction.

Exercise

a.) Show that O(n+ 1)/O(n) ∼= Sn.

b.) Show that O(n+ 1)/SO(n) ∼= Sn ∐ Sn. 62

62Hint : Consider a transitive action of O(n+ 1) on Sn × Z2 and compute the stabilizer.
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Exercise

a.) Show that SU(n+ 1)/SU(n) ∼= S2n−1.

b.) Show that SU(n+ 1)/(SU(n) × U(1)) ∼= CPn−1.

c.) Show that there is an action of U(1) on S2n−1 so that S2n−1/U(1) ∼= CPn−1.

8.1 Grassmannians

Let F stand for R,C, or H. The Grassmannian Grk,n, or sometimes Grk(F
n), is the moduli

space of k-planes in Fn.

8.1.1 Homogeneous spaces

We will first describe the Grassmannian as a homogeneous space in several different ways.

First, note that GL(n) (meaning GL(n,R) or GL(n,C) for F = R,C) acts on the

Grassmannian: If V ⊂ Fn is a s k-dimensional subspace, its image under an invertible

linear transformation is another k-dimensional subspace.

We claim the action is transitive: Choose a standard basis e1, . . . , en for Fn. Let V0 be

the span of e1, . . . , ek. Suppose V is any other subspace, and choose some basis w1, . . . , wk
for V . There is certainly a linear transformation taking e1, . . . , ek to w1, . . . , wk. By

completing the basis in different ways we can complete the definition of the relevant linear

transformation. In general g ∈ GL(n,F) acts by

g · ei =
n∑

j=1

gjiej (8.19)

so the stabilizer of V0 is the set of invertible matrices of the form
(
A B

0 D

)
(8.20)

where A is an invertible k × k matrix and D is and invertible (n − k) × (n − k) matrix.

The group of these matrices, denoted P is an example of a “maximal parabolic subgroup.”

Replacing g by g−1 so that our action is a right action we can say that

Grk,n ∼= GL(n)/P (8.21)

Since the groups involved are noncompact it is not quite obvious from the stabilizer orbit

theorem that the quotient is a smooth manifold. Other representations below will make

it obvious that it is. We can therefore say that the dimension is dimGL(n) − dimP and

this is just the dimension of the southwest block in (8.20). Therefore the dimension is just

k(n − k). But now we need to be careful about coefficients:

dimRGrk,n = k(n− k) F = R

dimRGrk,n = 2k(n − k) F = C

dimRGrk,n = 4k(n − k) F = H

(8.22)
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There is another, very useful, way to look at the Grassmannian as a homogeneous

space:

We introduce

V nc
k (Fn) ⊂ Matk×n(F) (8.23)

where V nc
k (Fn) is the set of k × n matrices of rank k. We denote a typical element as Λ

and write:

Λ =




v11 · · · · · · · · · · · · v1n
·
·
·
vk1 · · · · · · · · · · · · vkn




(8.24)

On the one hand, to any such matrix Λ we can associate a k-dimensional subspace

of Fn: We simply regard the rows as defining k different vectors in Fn and we let V (Λ)

be the subspace spanned by these vectors. Since Λ has rank k the subspace V (Λ) is of

dimension k (over F). Thus V nc
k (Fn) is the moduli space of k-dimensional subspaces in Fn

equipped with a basis. A change of bases corresponds to multiplication of Λ on the left by

h ∈ GL(k). Thus V (hΛ) = V (Λ). Conversely, given any k-dimensional subspace V ⊂ Fn

we can choose any basis for V and form the corresponding matrix Λ. Thus, we can identify:

Grk,n = GL(k)\V nc
k (Fn) (8.25)

We denote equivalence classes by [Λ].

Now, let us notice that there is also a right action of GL(n) on Grk,n which is obvious

in the above description. The action

Λ→ Λ · g (8.26)

preserves V nc
k (Fn) since it cannot change the rank. Moreover this GL(n) action commutes

with the left action of GL(k), so it is a well-defined action on the GL(k) equivalence classes

[Λ]g = [Λ · g].
We have already seen that the GL(n) action is transitive on Grk,n. By changing

h → h−1, (or g → g−1) we obtain a right or left GL(k) ×GL(n) action on V nc
k (Fn). This

action is transitive. This is simply the fact that under the arbitrary basis change of domain

and range of a linear transformation the only invariant is the rank. In terms of matrices

we consider the right-action by GL(k) ×GL(n) on V nc
k (Fn):

Λ→ h−1Λg (8.27)

Then we can always bring Λ to the form:
(
1k×k 0k×(n−k)

)
(8.28)

The stabilizer of this point in V nc
k (Fn) is the subgroup of GL(k) × GL(n) of matrices of

the form:

(A−1,

(
A 0

C D

)
) (8.29)

– 163 –



The group of these matrices is isomorphic to P . Thus

V nc
k (Fn) ∼= GL(k)×GL(n)/P (8.30)

When we further mod out by GL(k) to get Grk,n we get (8.21), as advertised.

Remarks:

1. Let T ⊂ GL(n) be the subgroup of diagonal invertible matrices. This group is

isomorphic to (F∗)n. It acts on the Grassmannian. What is the set of fixed points?

It is easy to see that, in the standard basis the fixed points are the subspaces generated

by vectors {ej1 , ej2 , . . . , ejk} where, WLOG, we can take:

1 ≤ j1 < j2 < · · · < jk ≤ n. (8.31)

We will denote such an increasing k-tuple as J . It is known as a Schubert symbol.

The corresponding subspace will be VJ . So what we denoted V0 above will now be

denoted V1,...,k. It is not difficult to show that these are the only fixed points. There

are thus
(n
k

)
isolated fixed points of the torus action.

2. Note that for each Schubert symbol there is a corresponding k× k minor of Λ, which

we can denote ΛJ . Let PJ := detΛJ . Then, since at least one minor is nonzero we

can map Λ to a point in the projective space

[· · · : P J : · · · ] ∈ FPN−1 (8.32)

where N =
(
n
k

)
and we choose, for example, lexicographic ordering of the J ’s. More-

over, note that under Λ→ hΛ the Plücker coordinates P J change by P J → (deth)P J

and hence the map descends to a well-defined map [Λ] → [· · · : P J : · · · ]. Thus, we

have a map

Grk,n → FPN−1 (8.33)

This turns out to be an embedding, known as the Plücker embedding. The image is

characterized by a set of quadratic equations on the coordinates known as the Plücker

relations.

8.1.2 Coordinates and coordinate patches

We now write down an atlas for the Grassmannian using the matrices Λ above.

Choose a standard basis ~e1, . . . , ~en for Fn. We first describe a neighborhood of the

point V1···k. In this case the first k columns give a k × k invertible matrix and hence we

can multiply by GL(k) on the left to obtain a representative matrix in V nc
k of the form:

Λ0 =
(
1k×k 0k×(n−k)

)
(8.34)

Vector spaces in the neighborhood of V0 will have ΛJ0 invertible where J0 = {1, 2, . . . , k}
and hence can be brought to the form:

Λ =




a11 · · · a1,n−k
1k×k · · · · · · · · ·

ak1 · · · ak,n−k


 ∈Matk×n(F) (8.35)
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The coordinates are the numbers aij ∈ F, in accord with the formula (8.22) for the dimen-

sions. (Note, incidentally, that this identifies the tangent space with Hom(V,Fn/V ).)

Why aren’t the coordinates (8.35) global coordinates? The subspaces described by

(8.35) have the property that if we let these vectors span a space W and we let Vc be the

span of the complementary set of vectors ~ek+1, . . . , ~en then we have

W ∩ Vc = {0} (8.36)

for, if there were a nonzero vector in this intersection then its first k coordinates would

be zero (since it is in Vc but then if it were in W it would have to vanish. On the other

hand, there are clearly going to be k-dimensional subspaces W ⊂ Fn such that W ∩ Vc has
positive dimension.

Choice of coordinate patches

The coordinate patches will now be labeled by Schubert symbols

J = {1 ≤ j1 < j2 < · · · < jk ≤ n}. (8.37)

We then define the corresponding coordinate patch to be:

UJ := {W : detΛJ 6= 0} (8.38)

Note that it doesn’t matter which representative Λ of the subspace W we choose. An

equivalent (and more invariant) way to define UJ is to define the complementary subset

Jc = {1, . . . , n} − J , introduce the notation:

VJ,c := Span{~ej}j∈Jc (8.39)

and define the coordinate patch associated to J to be:

UJ ≡ {W : W ∩ VJ,c = {~0}} (8.40)

Our first job in checking this is an atlas is to show that it covers Grk,n. Suppose V

is any subspace of Fn and choose a basis and hence a representative Λ. Some Plucker

coordinate PJ must be nonzero, and hence some k × k minor must be nonzero. Then

V ∈ UJ for any such Schubert symbol.

To define coordinates on UJ we can choose a representative Λ by multiplying on the

left by g ∈ GL(k) so that ΛJ = 1k×k. We denote the resulting matrix by

Λ = (: 1J AJ :) (8.41)

where AJ ∈ Matk×(n−k)(F) and the :: sign means that the columns should be shuffled,

without changing order, so that they are in the correct position.

On the overlap UJ ∩ UJ ′ of two patches we can choose a representative Λ for W ∈
UJ ∩ UJ ′ and gJ , gJ ′ so that

gJΛ = (: 1J AJ :)

gJ ′Λ = (: 1J ′ AJ ′ :)
(8.42)
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and the transition function is given by

(: 1J AJ :) = gJ,J ′ (: 1J ′ AJ ′ :) (8.43)

with

gJ,J ′ = gJg
−1
J ′ (8.44)

Note that we can write the matrix elements of gJ,J ′ in terms of the matrix elements

of A′
J or AJ and that the transition functions are thereby holomorphic for F = C. Thus,

Grk,n(C) is a complex manifold.

Exercise

Show that the coordinate atlas and transition functions for FPn−1 are a special case

of the above atlas in the case Gr1,n.

8.1.3 Orthonormal bases

There is also a very useful viewpoint on Grassmannians which makes clear that they are

compact. Let us put an hermitian metric on Fn:

‖ ~z ‖2:=
n∑

i=1

ziz̄i (8.45)

Then we can always speak of orthonormal bases.

Definition. The Stiefel manifold Vk(F
n) is the space of matrices (8.24) such that the

vectors are orthonormal. That is, it is the moduli space of k-planes equipped with an

orthonormal basis.

Any two orthonormal bases of a vector space are related by Λ→ gΛ with g ∈ UF(k) =

O(k), U(k), Sp(2k). In a manner directly analogous to the above we can write

Vk(F
n) ∼= UF(n)/UF(n− k) (8.46)

Grk,n ∼= UF(n)/UF(k)× UF(n− k) (8.47)

In homogeneous space coordinates, the patch around V0 is described in terms of a

complex k × (n− k) matrix π as [Λ] where

Λ =

[
cos
√
ππ† π

sin
√
π†π√

π†π

]
(8.48)

Exercise Coordinates and coordinate patches

Write out an explicit system of coordinates and coordinate patches for Gr2,n.
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Exercise Projection operators

An important remark for later chapters is that we can view Grk,n as the space of

orthonormal projection operators on Fn of rank k.

a.) Explain why this is so.

b.) Explain the symmetry under k → (n − k) in the above formulae.

c.) Show that, if Λ is a matrix made from an ON basis of V then we can identify

P = Λ†Λ (8.49)

d.) Show that, for Gr1,2(C) the patch around V0 is described by the family of projection

operators

P (z, z̄) =
1

1 + |z|2

(
1 z

z̄ |z2|

)
(8.50)

e.) Show that, if P (t) is a differentiable family of projection operators then

ṖP = (1− P )Ṗ (8.51)

and use this to interpret Ṗ as a map from V to V ⊥.

f.) Show that TVGrk,n ∼= Hom(V, V ⊥).

g.) Show that a natural metric on the Grassmannian is

(A1, A2) = Tr(A†
1A2) (8.52)

and that this agrees with the homogeneous metric obtained using the Cartan-Killing form

on SU(n). Express the metric in terms of projection operators.

Exercise Flag varieties

Consider the space of flags:

F123 =
{
V1 ⊂ V2 ⊂ V3 = Ck1+k2+k3=N

}
(8.53)

where

dimV1 = k1

dimV2 = k1 + k2
(8.54)

a) Show that this space is the homogeneous space
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U(k1 + k2 + k3)

U(k1)× U(k2)× U(k3)
(8.55)

b) Show that it is a fiber bundle over Grk1+k2(C
k1+k2+k3). Find the fiber.

This makes precise the idea of constructing a flag by choosing a subspace V2 of dim =

k1 + k2 and then a subspace V1 ⊂ V2 of dim k1.

Is this space a product of Grassmannians? (This is a hard question.)

c.) The full flag variety in CN is the space of all flags V1 ⊂ V2 ⊂ · · · ⊂ VN of increasing

dimension where dimVi = i. Show that this is G/T where G = U(N) and T is a maximal

torus T ∼= U(1)N .

8.1.4 Schubert cells

Recall that every k × n matrix can be put into reduced row echelon form, by Gaussian

elimination, which consists of elementary row operations. 63 These operations generate all

of GL(k) and hence, if [Λ] is in UJ we know it can be put into reduced row echelon form.

There are different conventions for reduced row echelon form. We will take it to be a

lower triangular matrix, with the leading coefficient of one row strictly to the left of the

next lower row. The reduced form requires that the column vector associated with the

leading entry in any row have all entries zero except for that row, in which case the entry

is = 1. The columns corresponding to the leading nonzero entry of any row determine a

Schubert symbol.

Example 1: The matrix (
1k×k 0k×(n−k)

)
(8.56)

is in reduced row echelon form.

Example 2 In Gr3,8, if J = {2, 4, 7} then Λ ∈ UJ can be put in the form

Λ =



∗ 1 0 0 0 0 0 0

∗ 0 ∗ 1 0 0 0 0

∗ 0 ∗ 0 ∗ ∗ 1 0


 (8.57)

Example 2 In Gr5,10, if J = {1, 3, 6, 9, 10} then Λ ∈ UJ can be put in the form

Λ =




1 0 0 0 0 0 0 0 0 0

0 ∗ 1 0 0 0 0 0 0 0

0 ∗ 0 ∗ ∗ 1 0 0 0 0

0 ∗ 0 ∗ ∗ 0 ∗ ∗ 1 0

0 ∗ 0 ∗ ∗ 0 ∗ ∗ 0 1




(8.58)

63These are exchange of rows, multiplication of a row by a nonzero scalar, and the addition of one row

to another row.
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The set of matrices in reduced row echelon form for J will be called X0
J . Notice that

it has dimension

dimXJ =

k∑

i=1

(ji − i) (8.59)

For example in (8.57) we count the number of undetermined coefficients ∗. For i = 1 we

have j1 = 2 and just one coefficient. In general if the last nonzero answer is in column ji
there would be ji coefficients in that row. However, in reduced row echelon form the last

nonzero entry is fixed to be one and the previous (i−1) columns for js with s < i are fixed

to have a zero. Hence there are only λi = ji − i free parameters.

Note that for the case ji = i we get a single point. While the largest space occurs for

j1 = n− k + 1 < j2 = n− k + 2 < · · · < jk = n− k + k = n (8.60)

and has dimension k(n− k).
The sets X0

J have closures XJ known as Schubert cells. There are many beautiful facts

about these cells:

1. They provide a cell decomposition of the Grassmannian:

Grk,n = ∐JX0
J (8.61)

2. The cells are enumerated by Young diagrams: Indeed, note that λi = ji − i is a

nondecreasing sequence of positive integers, and is hence a partition. In fact, the

pattern of stars in (8.57) outlines a Young diagram!

3. The homology classes [XJ ] forms a basis for the homology group of the Grassmannian.

Moreover, the intersection theory in this basis can be expressed very elegantly.

Example 1 If we consider CP1 = Gr1,2(C) then there are two Schubert cells. The Schubert

symbol J2 = {2} corresponds to Λ =
(
∗ 1
)
. Now X0

J2
is a copy of C, corresponding to all

of the Riemann sphere except a point at infinity. The other Schubert symbol is J1 = {1}
and corresponds to Λ =

(
1 0
)
. This is the point at infinity.

Example 2 This generalizes to CPn = Gr1,n+1(C). Now for Jn+1 = {n + 1} we have

Λ =
(
∗ · · · ∗ 1

)
and the cell is just Cn. It misses the CPn−1 at infinity. Altogether the

decomposition has one cell in each complex dimension n.

Example 3 The first new example beyond projective spaces is Gr2,4...

*****

EXPLAIN DETAILS

*****
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9. Bundle Basics

Definition A G-action on X is simply transitive if it is both transitive and free. In this

case X is said to be a principal homogeneous space or a G-torsor.

To make clear the distinction between a group G and a G-torsor consider the set of

real points Z + θ where θ is some real number, not necessarily integral. This is clearly a

Z-torsor, but is not a group when θ is not an integer, since there is no natural zero.

If G is a topological group then continuous families of G-torsors are called principal

bundles. A primary example is a product space B ×G.
To give a formal definition we first need the general definition of a fiber bundle:

Definition: Let E,B be topological spaces, p : E → B be a continuous projection

of topological spaces. Then p is said to be locally trivial if there is a topological space F

such that, for every point b ∈ B there is some neighborhood b ∈ U ⊂ B so that p−1(U) is

homeomorphic to U × F . That is

p−1(U)
ϕ

//

p

��

U × F

p1
yyss
ss
ss
ss
ss
s

U

(9.1)

where p1 is the projection on the first factor.

The space F is called the fiber space of the fiber bundle. The preimage p−1(b) of any

point b ∈ B is called the fiber over b and is sometimes denoted Eb. All the spaces Eb are

homeomorphic to F .

STRUCTURE GROUP OF A BUNDLE

DEFINITION OF EQUIVALENCE OF BUNDLES, TRIVIAL BUNDLE, TRIVIAL-

IZABLE BUNDLE

Definition If a fiber bundle p : P → B has a fiber space which is a topological group G

and there is a free right G-action on P then it is said to be a principal G-bundle over B.

The fibers p−1(b) of a principal fiber bundle are examples of principal homogeneous

spaces for G - there is no natural choice of the identity element. In fact, the principal

bundle is equivalent (in a suitable sense) to the trivial bundle P = B × G iff there is a

continuous cross-section s : B → P .

Figure 59: The projection π : R→ S1 defines a nontrivial principal Z-bundle over the circle.
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Example 1. Consider the projection π : R→ S1 given by π(x) = e2πix. for each point on

the circle there is a Z-torsor Z+ x which is a principal homogeneous space. Note however,

that the disconnected fibers fit together to make a nice connected “total space” R. The

picture one should have is of an infinite spiral covering the circle as in 59. The fiber above

e2πiθ is the Z torsor we defined above Z + θ. Note that if one insisted on picking a zero

at some particular θ0, then smoothly continuing this zero as θ0 → θ0 + 2π we would get a

different zero. This illustrates cleanly that there is no natural choice of zero.

Example 2.

π : SO(3)→ SO(3)/SO(2) ∼= S2. (9.2)

Example 3.

π : GL(n,C)→ GL(n,C)/(GL(k,C) ×GL(n− k,C)) ∼= Gr(k, n). (9.3)

Exercise

Show that a principal bundle is trivializable iff it has a continuous global cross section.

Figure 60: Identifying opposite sides of a rectangle with indicated orientations gives a cylinder.

Draw open sets near the vertical line on the cylinder and their inverse images in the rectangle.

10. The classification of compact two-dimensional surfaces

A basic and beautiful theorem is the classification of compact two-dimensional surfaces. It

is used all the time in string theory, as well as in other areas of physical mathematics.

By a surface we mean a two-dimensional topological manifold, possibly with boundary.

See Section 6 below for the official definition of a manifold. In this section we will be

very informal: A surface is a topological space that locally “looks like” R2 or the upper

half-plane. The classification of surfaces up to homeomorphism is a beautiful chapter
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Figure 61: Identifying opposite sides of a rectangle with indicated orientations gives a Mobius

strip. Figure of Mobius strip from Wikipedia.

Figure 62: Identifying both opposing sides of a rectangle, with the indicated orientations gives a

torus.

in topology. It goes back to the 1860’s and has a colorful history. A fully accepted

mathematical proof was not available until the first half of the twentieth century. Good

references for the classification proof are:

1. W.S. Massey, Algebraic Topology: An Introduction, Springer GTM 56

2. Seifert and Threlfall

3. M.A. Armstrong, Basic Topology, McGraw Hill, 1979.

Here are some nontrivial statements that a careful treatment would prove in detail:

It turns out that all surfaces can be cut up into polygons, and hence into triangles, and

then glued back together. If the boundaries of the triangles can all be coherently oriented

then the surface is said to be orientable. If some pair of triangles is always frustrated then

it is said to be unorientable. This notion does not depend on the choice of triangulation.

Moreover, the Euler character of the surface may be defined to be χ = V −E+F , where V

is the number of vertices, E the number of edges, and F the number of faces. This number

does not depend on the triangulation. See Section 14.1 below for more discussion of the

Euler character in more generality.
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Figure 63: This figure indicates why sewing together a Mobius strip and a disk along the circular

boundaries is a surface homeomorphic to RP2. Identifying the sides of the rectangle above according

to the indicated orientations gives a copy of RP2. (See Figure *** below.) On the other hand we

can cut the rectangle into three pieces, denoted α, β, γ. The boundary identifications on α give a

Mobius strip whose bounding circle is the path ∂β+∪∂β− from p2 to p3 and back to p2. The pieces

α, γ can be reassembled by first gluing along the pieces of the A and B side. The result is a disk

the boundary of this disk is to be identified with the boundary of the Mobius strip from α.

Figure 64: The identifications in this figure define the Klein bottle. If we cut the rectangle

into three subrectangles α1, α2, α3, where α2 is the golden region, then α2 is a Mobius strip with

boundary circle p2p3p2. Gluing the rectangles α1 to α3 along side B produces another Mobius strip

with boundary circle p2p3p2. Therefore, the Klein bottle can be presented as two Mobius strips

sewn along their common circle.

Let us start the discussion by considering a disk, which is homeomorphic to a rectangle.

We can identify sides of a rectangle in various interesting ways. First, as in 60 we can

produce a cylinder, or, equivalently, a sphere with two disks cut out. If we glue together the

two ends of a cylinder we get a torus. Therefore, identifying the sides of the rectangle as in

Figure 62 produces a torus. When we produce a torus this way there are two distinguished
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Figure 65: A Klein bottle immersed in R3. Figure from Wikipedia.

Figure 66: Cutting a disk out of a torus.

Figure 67: Gluing together copies of a torus with one hole gives a genus two surface.

closed paths called the A-cycle and the B-cycle.

Returning to the construction of the cylinder, we can change the arrows in the identi-

fication to produce a Mobius strip as in Figure 61. Now, the boundary of a Mobius strip is

a circle. The boundary of a disk is also a circle. What happens when we identify these two
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Figure 68: Identify the red boundary of the disk to a point and cut along the purple lines (or

identify them to the same point) to get a sphere with holes cut out. The number of holes is the

number of yellow circles.

circles? We claim the resulting surface is homeomorphic to the projective plane. To see

this, note that the identifications of the boundary of a disk producing the projective plane,

such as shown in Figure 69 can be deformed to the identifications of the boundary of a

rectangle shown in Figure 63. Then, as explained in that figure, by cutting up the diagram

and regluing we can see that it is the same (“same” means “same homeomorphism type”)

as a disk sewn to a Mobius strip.

The final surface we can get from the rectangle is the Klein bottle. This is shown in

Figure 64. By cutting and pasting as indicated in that figure we can identify the Klein

bottle as homeomorphic to a sphere with two disks cut out and two Mobius strips sewn

in. On the other hand if we first sew together sides B to get a cylinder and then identify

the two ends of the cylinder with the orientations dictated by the diagram we can almost

picture this surface immersed in R3, as shown in the famous figure 65.

Recall from Figure 62 that a torus can be made by identifying opposite sides of a

rectangle. Now, cut a disk out of the torus to produce a handle: The handle can be viewed

as a disk with two disks cut out, and the ends of the cylinder glued back in as in the top

figure in 71. (This latter representation makes clear that the name is apt.) Viewing the

torus as a rectangle with identifications we thus represent a handle as a pentagon with

identifications as in Figure 66.

Glue together two handles along their common circle. Using the pentagon representa-

tion we get an octagon with sides identified by

A1B1A
−1
1 B−1

1 A2B2A
−1
2 B−1

2 (10.1)

See Figure 67

A genus g surface is a surface obtained by cutting g disks out of a sphere and gluing

a handle back into each disk. We can find a nice presentation by representing the two-

dimensional sphere as a disk with the boundary identified to a point. Then the sphere

with g holes can be represented as in 68. We are free to shrink the cuts down to a point.

When we glue in a handle into each hole we get a presentation of the genus g surface as a
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Figure 69: Identification of the boundary of a disk to produce the projective plane can be thought

of as the identification of the boundary of a 2-gon with symbol AA.

4g-gon with identifications of the sides according to a sequence of 4 adjacent sides identified

according to AjBjA
−1
j B−1

j where the inverse means the direction of the arrow is reversed.

Thus we have the gluing of the boundaries of a 4g-gon encoded in the word:

A1B1A
−1
1 B−1

1 · · ·AgBgA−1
g B−1

g (10.2)

All of these surfaces are orientable.

Similarly, we can take a sphere with n holes and glue in a Mobius strip along its S1

boundary on each of the holes. Now, if we view the projective plane as the closed disk

with antipodal points on the boundary identified then we can view it as the polygon with

2 sides glued as in Figure 69. Cutting out a disk, as with a handle, and gluing into 68

where there are n holes we obtain a 2n-gon encoded in the word:

A1A1A2A2 · · ·AnAn (10.3)

None of these surfaces are orientable, if n > 0.

We have now produced many surfaces. It is not trivial, but true that all compact

connected surfaces with boundary can be obtained by cutting out disks from a sphere and

sewing in handles, or Mobius strips, or nothing.
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Figure 70: By cutting and reassembling we can convert a connected sum of a projective plane and

a torus into a connected sum of three projective planes.

What happens if we glue in both Mobius strips and handles? We now claim that if we

consider a sphere with three holes cut out and 3 Mobius strips glued in we get the same

surface as a sphere with one handle and one Mobius strip glued in. Thus, as long as there

is one Mobius strip glued in we can convert handles to pairs of Mobius strips.

One proof, taken from 64 is obtained by a clever cut and paste manipulation of the

surfaces presented as identified polygons. It is illustrated in Figure 70. While clever, it is

not extremely intuitive. Another argument, adapted from Armstrong’s book, pp. 149-152

is summarized in Figures 71 and 72.

Putting these facts together, (together with some further reasoning which one can find,

for example, in. 65 ) we get the beautiful classification theorem:

Theorem: Any compact connected two-dimensional surface (possibly with boundary) is

classified up to homeomorphism by three pieces of data:

1. Whether it is orientable or not.

64J. Huang, “Classification of Surfaces,” http://www.math.uchicago.edu/ may/VIGRE/VIGRE2008/REUPapers/Huang.pdf
65W. Massey, Introduction to Algebraic Topology.
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Figure 71: (a) This surface is obtained by cutting out a disk from a sphere with a handle attached.

(b): This surface is obtained by cutting out a disk from a Klein bottle. Think of the disk that has

been cut out as the one which is responsible for the self-intersections in the immersion into R3. The

difference between (a) and (b) is the relative orientations of the attached ends of the cylinder. (c)

Now, we want to sew in a Mobius strip replacing the disk which was removed from the sphere in

(a) and (b) (and is not shown in (a) and (b)).

2. The number of boundary components

3. Its Euler character. (See below.)

Equivalently, we can say that any compact connected two-dimensional surface (possibly

with boundary) is homeomorphic to

1. A two-dimensional sphere with b disks cut out and g handles attached.
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Figure 72: After gluing in the the boundary of the Mobius strip (c) in the previous figure to the

boundary of (a) or (b) we can move the ends of the cylinder glued to (a) or (b) onto the Mobius

strip to produce figures (a) and (b) above. These are to be sewed into an ordinary disk. On the

other hand, we can now turn (a) into (b) by sliding one end of the cylinder around the the Mobius

strip!

2. A two-dimensional sphere with b disks cut out and n Mobius strips attached, where

n > 0.

Moreover, no two of the above surfaces are homeomorphic.

Remarks
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1. A projective plane with a disk removed is called a crosscap. A surface is represented

as a sphere with b boundaries, with g then handles attached, and c crosscaps attached

then the Euler character is:

χ = 2− 2g − b− c (10.4)

Figure 73: A surface. Note that the vertical bands are twisted in alternating ways as we read

horizontally.

Exercise

Consider Figure 73. 66 Find the homeomorphism type of this surface in the classifica-

tion theorem. 67

b.) Show that the two surfaces in Figure 74 are homeomorphic. 68

66The figure is taken from Fig. 3 of S.B. Giddings, E. Martinec, and E. Witten, “Modular Invariance in

String Field Theory,” Physics Letters 176B (1986) 362.
67Answer : The surface is orientable since any closed loop flips the orientation twice. For k odd (which

is the case illustrated) there is a single boundary. The analogous surface for k even has two boundaries.

Now compute V = 8(k − 2), E = 12(k − 2), and F = 3(k − 2). Now V − E + F = 2 − k = 2 − 2g − b, so

2g + b = k. Therefore, for k odd, g = (k − 1)/2 and for k even g = (k − 2)/2.
68The figure is taken from P. Aspinwall, T. Bridgeland, et. al. Dirichlet Branes and Mirror Symmetry,

pp. 37-38.
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Figure 74: Exercise: Show that the surfaces shown here are homeomorphic.

Remark: The surface shown in (a) has useful applications to the cellular decompo-

sition of the moduli space of Riemann surfaces and to string field theory. The equality of

the surfaces in (b) has has important implications in topological field theory and in string

theory since it relates a “purely open string process” to an “exchange of a closed string.”

The top figure in Figure 74 represents a one-loop diagram in open string field theory. (If

we shrink the width of the strips to zero we get a standard one-loop diagram with two

external lines and two trivalent vertices.) On the other hand, the lower figure represents

a tree level diagram in which an open string closes on itself, propagates as a closed string,

and then splits into another open string. The fact that the classical tree-level diagram of

the open-closed theory is the same as the quantum one-loop diagram in the open string

theory has some deep and surprising implications in string theory.

Exercise Gluing

Consider a torus obtained by gluing together opposite sides of a square. Define closed

oriented curves A and B as in the notes. They are usually called A-cycles and B-cycles.

a.)S-transformation. Centering the square on the origin, consider the transformation of
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the torus to itself by making a 90 degree counterclockwise rotation before gluing. Describe

what this does to the standard A and B cycles. Describe the action of S2.

b.) Dehn twist. Let γ ⊂ C be a closed curve in a surface. A Dehn twist around γ is

a diffeomorphism of C to itself obtained by isolating a small annular neighborhood of γ

and twisting one circle boundary of the cylinder by 2π, holding the other circle boundary

fixed. Draw pictures illustrating the action of a Dehn twist around the A-cycle on both

the A-cycle and the B-cycle.

c.) Consider the operation of first doing a Dehn twist around the A-cycle and then doing

an S-transformation. Call this ST . What happens if we perform ST three times?

d.) Consider two solid tori, considered as a product of a disk and a circle D2 × S1. What

three-dimensional manifold is obtained by gluing together the solid tori along their torus

boundary where one first makes an S-transformation on one of the two tori?

Exercise Klein bottle from group actions

a.) Show that the Klein bottle is a free quotient of the torus. Let (σ1, σ2) with

σi ∼ σi + 1 be coordinates on the torus T 2. Consider the fixed-point free involution

(σ1, σ2)→ (σ1 + 1
2 , 1− σ2).

b.) Show that the Klein bottle is a quotient of R2 by the group generated by the

operations

g1 : (σ1, σ2)→ (L− σ1, σ2 + β)

g2 : (σ1, σ2)→ (σ1 + L, σ2)
(10.5)

Show that these satisfy the relation g2g1g2 = g1.

11. Homotopy of maps and spaces

11.1 Homotopy of maps

Recall that in Section **** we defined a homotopy of two continuous maps f0, f1 ∈ C(X,Y )

as a continuous path ℘ : [0, 1]→ C(X,Y ) (in the compact-open topology for C(X,Y ) ) that

connects them. An equivalent and perhaps more standard definition is:

Definition. Two continuous maps of topological spaces:

f0 : X → Y

f1 : X → Y
(11.1)

are homotopic if there is a continuous map F : [0, 1] ×X → Y such that

F (0, x) = f0(x) & F (1, x) = f1(x) (11.2)
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Figure 75: The surface of a donut or of a mug can be viewed as a map from S1 ×
S1 into R3. These two maps are related by a homotopy. This figure was taken from

http://inperc.com/wiki/index.php?title=Homotopy and homotopy equivalence.

We say that F is a homotopy between f0 and f1. If we think of a continuous path in

C(X,Y ) then ℘(t) is the function ft : X → Y given by F (t, ·).

Example: For an example see Figure 75.

Definition

a.) A continuous map f : X → Y is a homotopy equivalence of spaces X and Y if

there is a continuous map g : Y → X such that f ◦ g : Y → Y is homotopic to IdY and

g ◦ f : X → X is homotopic to IdX . Such a map g is called a homotopy inverse of f .

An important special case of homotopy equivalence is given by the concept of a defor-

mation retract :

Definition: Let A be a subspace of a topological space X. Let ι : A →֒ X be the inclusion

map: ι(a) = a, for all a ∈ A.
a.) A continuous map r : X → A such that r ◦ ι = IdA is called a retract. That is,

r(a) = a for all a ∈ A.
b.) If ι ◦ r : X → X is homotopy equivalent to IdX then r is called a deformation

retract.
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c.) If there is a deformation retract of a space X to a point in X it is said to be

contractible.

Examples:

1. Rn is homotopy equivalent to a point, so it is contractible. This shows that homotopy

equivalence of spaces is weaker than homeomorphism. Exercise: Prove this in detail.

2. There is a deformation retract of Rn+1 − {~0} to Sn. Again: Prove this in detail.

3. Sn, RPn are not contractible spaces. How would you prove this?

4. Path space: Let X be any path-connected space and x0 ∈ X. Let P(X,x0) be the

space of all continuous paths ℘ : [0, 1] → X with ℘(0) = x0. Topologize P(X,x0)
with the compact-open topology. This topological space is known as the path space

of X (based at x0). We claim this is a contractible space. What is the contracting

homotopy? 69

Exercise

a.) Show that homotopy of maps is an equivalence relation.

b.) Show that the equivalence classes are the path-connected components of C(X,Y )

in the compact-open topology. Recall that π0(C(X,Y )) is also denoted [X,Y ].

c.) Show that if X or Y is contractible then [X,Y ] consists of one element.

d.) Show that A is a deformation retract of X if there exists a continuous map

R : [0, 1] ×X → X such that

1. ∀x ∈ X , H(0, x) = x.

2. ∀x ∈ X , H(1, x) ∈ A.

3. ∀a ∈ A, t ∈ [0, 1], H(t, a) = a

e.) Write the function R for the deformation retract of Rn to the origin and of Rn+1−
{~0} to Sn.

69Answer : F (℘, s) is the path defined by ℘s(t) := ℘(st). That is ℘s is the path that runs along ℘(t) just

up to ℘(s = t).
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Figure 76: A map of pairs. The function f takes the blue square A into the maroon bubble C

and takes the subspace B given by the red star into the blue moon D.

11.2 Homotopy of maps of pairs

It is often useful to refine the notion of homotopy to relative homotopy. To define this we

first define a map of pairs, denoted by:

(A,B)
f→(C,D) (11.3)

to be a map f : A → C which also takes a subset B ⊂ A into a subset D ⊂ C, that is,

f(B) ⊂ D. See Figure 76.

Two maps f0, f1 : (A,B) → (C,D) are called relatively homotopic if the homotopy

F (t, x) between them also takes B → D and is constant in t:

F (t, x) = f0(x) = f1(x) x ∈ B (11.4)

Again relative homotopy defines an equivalence relation and we will denote the set of

homotopy classes by [(A,B), (C,D)]. There is an analogous formula to (4.11).

Definition A space X with a distinguished point, called the basepoint, is called a pointed

space. The set of homotopy classes of maps between two pointed spaces

[(X,x0), (Y, y0)] (11.5)

are sometimes just written as [X,Y ]∗

Exercise

a.) Show that if g : Y → Z takes y0 ∈ Y to z0 ∈ Z then there is a map

g∗ : [(X,x0), (Y, y0)]→ [(X,x0), (Z, z0)] (11.6)

defined by

g∗([f ]) := [g ◦ f ] (11.7)

b.) Show that if g is a homotopy equivalence then g∗ is a bijection.
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11.2.1 Example: Homotopy of curves

Let us unpack the above definition for the very important special case of homotopy of two

curves relative to endpoints. If p0, p1 ∈ X are two points then let us write out in detail the

meaning of the homotopy used to define the equivalence classes in

[([0, 1], {0, 1}), (X, {p0 , p1})] (11.8)

Thus, we consider two continuous curves γ0, γ1 with the same endpoints:

γ0(0) = γ1(0) = p0

γ0(1) = γ1(1) = p1
(11.9)

These are homotopic with fixed endpoints in a topological space X, written

γ0 ∼ γ1 (11.10)

if there is a continuous function

Γ : [0, 1] × [0, 1]→ X (11.11)

such that

Γ(t, 0) = γ0(t)

Γ(t, 1) = γ1(t)

Γ(0, s) = p0

Γ(1, s) = p1

(11.12)

This is illustrated in 77.

s

t

p1

p0

s

Figure 77: Think of t as a continuous time-development of the curves defined by s ∈ [0, 1]. REDO

FIGURE: s and t ARE BACKWARDS FROM THE TEXT!

Exercise

Show that γ0 ∼ γ1 is an equivalence relation.

– 186 –



12. Homotopy groups

In general the set [(A,B), (C,D)] is just a set with no extra natural structure. However, in

some cases where (A,B) is a pointed sphere and (C,D) is a pointed space these sets can

be given the structure of groups, and these groups are very important “measures” of the

topological complexity of the space C.

12.1 π0

π0(X) is the set of connected components ofX. In general it has no natural group structure.

However, if G is a topological group then the connected component of the identity, G0, is

a normal subgroup. Then π0(G) = G/G0. Assuming the group is locally path-connected

it is easy to see that G0 is a normal subgroup, for if g ∈ G0 then there is a continuous path

℘ : [0, 1] → G0 with ℘(0) = 1 and ℘(1) = g. Then for any h ∈ G, the path t 7→ h℘(t)h−1

must also be in G0, because there is a homotopy F (t, s) = h℘(st)h−1 with s ∈ [0, 1] to the

constant path. Therefore, hgh−1 ∈ G0, and G0 is normal. It can be shown that G/G0 is

always a discrete group.

Figure 78: Two loops f, g with basepoint at p0.

12.2 The fundamental group: π1

Choose a point x0 ∈ X. The fundamental group π1(X,x0) based at x0 is, as a set, the set

of homotopy classes of closed curves. That is we consider maps:

f : ([0, 1], {0, 1}) → (X, {x0}) (12.1)

and, as a set, we define π1(X,x0) to be the set of homotopy equivalence classes of such

maps of pairs. As usual they are denoted [f ].

We can define a group structure on π1(X, p0) by concatenating curves as in 79 and

rescaling the time variable so that it runs from 0 to 1. In equations we have

f1 ⋆ f2(t) :=

{
f1(2t) 0 ≤ t ≤ 1

2

f2(2t− 1) 1
2 ≤ t ≤ 1

(12.2)
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Figure 79: The concatenation of the looops f ⋆g. Note that the “later” loop is written on the right.

This is generally a more convenient convention when working with homotopy and monodromy. In

order for f ⋆ g to be a map from [0, 1] into X we should run each of the individual loops at “twice

the speed” so that at time t = 1/2 the loop returns to p0. However, in homotoping f ⋆ g there is

no reason why the point at t = 1/2 has to stay at p0.

Figure 80: The homotopy demonstrating that loop concatenation is an associative multiplication

on homotopy equivalence classes of closed loops. The blue line is s = 4t − 1 and the red line is

s = 4t− 2.

Remarks

1. Note that we are composing successive paths on the right. This is slightly nonstandard

but a nice convention when working with monodromy and path ordered expontentials

of gauge fields - one of the main physical applications.

2. Note well that (f1 ⋆ f2) ⋆ f3 is NOT the same path as f1 ⋆ (f2 ⋆ f3). We will comment

much more on that in Section 12.2.4

3. For the moment we simply notice that if we mod out by homotopy then we have a

well-defined product on homotopy classes in π1(X,x0)

[f1] · [f2] := [f1 ⋆ f2] (12.3)
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Figure 81: The homotopy demonstrating that the loop g(t) = f(1 − t) provides a representative

for the inverse of [f(t)].

and the virtue of passing to homotopy classes is that now the product (12.3) is in

fact associative. The proof is in Figure 80. Written out in excruciating detail the

homotopy is

F (s, t) =





f1(
4
s+1t) 0 ≤ t ≤ s+1

4

f2(4t− (s+ 1)) s+1
4 ≤ t ≤ s+2

4

f3(
4

2−s(t− s+2
4 )) s+2

4 ≤ t ≤ 1

(12.4)

4. Since we have an associative product on π1(X,x0) we are now ready to define a

group structure. The identity element is clearly given by the (homotopy class of the)

constant loop: f(t) = x0. If a homotopy class is represented by a loop f(t) then

the inverse is represented by running the loop backwards: g(t) := f(1− t). The two

are joined at t = 1/2, and since this is in the open interval (0, 1) the image can be

deformed away from x0. See Figure 81. Thus, with the group operation defined by

concatenation in the sense of (12.3) the set of homotopy classes π1(X,x0) is a group.

It is known as the fundamental group based at x0.

5. Basepoint dependence: If X is path connected then if we choose a different basepoint

x′0 we can define an isomorphism between homotopy groups by choosing a path γ from

x0 to x
′
0 and mapping [f ] 7→ [γ̄ ⋆f ⋆γ] where γ̄ is γ(1−t). Let us call this isomorphism

ψγ : π1(X,x0)→ π1(X,x
′
0). Of course, ψγ only depends on the homotopy class (with

fixed endpoints) of γ. Therefore, to each (pathwise) connected component of X we

can assign a homotopy group, defined up to isomorphism. But to define an actual

group, and not just an isomorphism class of a group, one must choose a basepoint x0.

Moreover, the isomorphism between π1(X,x0) and π1(X,x
′
0) is not canonical. What

this means is that if we choose γ1 and γ2 in different homotopy classes (with fixed

endpoints) to define our isomorphisms then ψγ1 and ψγ2 will be “different.” Indeed

the composition ψγ̄2 ◦ ψγ1 : π1(X,x0) → π1(X,x0) will be the inner automorphism

of π1(X,x0) defined by conjugation with the homotopy class of the closed loop at x0
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given by γ2 ⋆ γ̄1. To see this note that

ψγ̄2 ◦ ψγ1([f ]) = [γ2 ⋆ (γ̄1 ⋆ f ⋆ γ1) ⋆ γ̄2]

= [(γ2 ⋆ γ̄1) ⋆ f ⋆ (γ1 ⋆ γ̄2)]

= h · [f ] · h−1

(12.5)

where h = [γ2 ⋆ γ̄1]. If X is connected I will sometimes be sloppy and omit the

basepoint and just write π1(X). But this is just shorthand, and it can lead you astray!

For example, this basepoint dependence will be quite important when discussing the

Galois correspondence between coverings of X and subgroups of π1(X).

6. A connected space such that π1(X,x0) is the trivial group is called simply connected.

7. If F : X → Z takes x0 ∈ X to z0 ∈ Z then we defined above F∗ : π1(X,x0) →
π1(Z, z0). This can be shown to be a group homomorphism. In particular, if F is a

homotopy equivalence, then it is a group isomorphism.

8. In algebraic topology books a major result which is proved is the Seifert-van Kampen

theorem. This can be useful because it allows one to compute π1(X,x0) by breaking

up X into simpler pieces. Specifically, suppose that X = U+ ∪ U− is a union of two

open path-connected subsets and that U+− := U+ ∩ U− is also path-connected and

contains x0. Now suppose we know presentations of the fundamental groups of the

pieces U+, U−, U+− in terms of generators and relations:

π1(U
+, x0) ∼= 〈g+1 , . . . , g+n+ |R+

1 , . . . , R
+
m+〉

π1(U
−, x0) ∼= 〈g−1 , . . . , g−n− |R−

1 , . . . , R
−
m−〉

π1(U
+−, x0) ∼= 〈g+−

1 , . . . , g+−
n+− |R+−

1 , . . . , R+−
m+−〉

(12.6)

Then the recipe for computing π1(X,x0) is this: Denote the injection ι+ : U+− → U+

and ι− : U+− → U−. Then the generators of π1(U
+−, x0) push forward to words in

g+i or g−i , respectively:

ι+∗ (g
+−
i ) :=W+

i i = 1, . . . , n+−

ι−∗ (g
+−
i ) :=W−

i i = 1, . . . , n+− (12.7)

Finally, we have the presentation:

π1(X,x0) ∼= 〈g+1 , . . . , g+n+ , g
−
1 , . . . , g

−
n− |Rα〉 (12.8)

where the relations Rα include the old relations

R+
1 , . . . , R

+
m+ , R

−
1 , . . . , R

−
m− (12.9)

and a set of new relations:

W+
1 (W−

1 )−1, . . . ,W+
n+−(W

−
n+−)

−1 (12.10)

It is obvious that these are relations on the generators. What is not obvious is that

these are the only ones. Note that in the final presentation the generators g+−
i and

the relations R+−
i have dropped out of the description.

– 190 –



9. There is a beautiful generalization of the fundamental group of a path connected

space X known as the fundamental groupoid of X. This is not a group, but a

category. The “objects” are the points of X. The “morphisms” from x0 to x1 are

the homotopy classes of continuous paths from x0 to x1. A groupoid is a category in

which all morphisms are invertible: This corresponds to running the path backwards.

The set of morphisms of an object to itself Hom(x0, x0) forms a group: This is the

fundamental group based at x0.

Examples

1. π1(S
1, x0) is a free group on one generator, and hence isomorphic to Z. A representa-

tive path of the generator can be taken to be f(t) = exp[2πit], where we represent the

target S1 as the unit circle in the complex plane. Another generator is the homotopy

class of g(t) = exp[−2πit]. This will be proven in Section **** below on covering

space theory.

2. π1(S
1 ∨ S1) is the free group on two generators. This follows from the Seifert-van

Kampen theorem and shows that, in general, π1 can be a nonabelian group.

3. π1(S
2 − {x1, x2, x3};x0) is the free group on two generators. Indeed, the three-

punctured sphere can be deformation retracted to the wedge of two circles.

Exercise

Let f(t) = exp[2πit] be a generator of π1(S
1, x0) with x0 = 1. Show that

f ⋆ · · · ⋆ f︸ ︷︷ ︸
n times

(12.11)

is the loop fn(t) = exp[2πint].

Exercise

What is the fundamental group of the wedge of g copies of the circle?

12.2.1 Remark on winding number

The result π1(S
1, x0) ∼= Z is related to some simple facts about analytic functions on the

plane.

Let f(z) be an analytic function in the neighborhood of the unit circle in the complex

plane. Suppose that f(z) 6= 0 in this neighborhood. Then we can unambiguously define

– 191 –



the phase of f by f(z) = |f(z)|Φ(z) where |Φ(z)| = 1. The map from the unit circle |z| = 1

to the unit circle given by z 7→ Φ(z) has a well-defined homotopy class, and the associated

winding number is called the degree of f : It can be written

deg(f) :=

∮
f ′(z)
f(z)

dz

2πi
=

1

2πi

∮
dlogf(z) (12.12)

If f has a nonzero degree then there is no single-valued logarithm of f in a neighborhood

of the unit circle. Only when the degree is zero is there a well-defined real-valued (real

analytic) function θ(z, z̄) such that Φ(z) = e2πiθ(z,z̄). In this case we have a single valued

function logf(z).

A nice mathematical corollary of this connection is the fundamental theorem of algebra:

Every nonconstant polynomial has a complex root. We can prove this by contradiction:

Let p(z) be the hypothetical nonconstant polynomial with no root. Then the phase Φ(z)

is well-defined on the whole plane. Moreover, the winding number is zero:

deg p =

∮
p′(z)
p(z)

dz

2πi
= 0 (12.13)

If p(z) has no zeroes then by Cauchy’s theorem we can shrink the contour to a point

without changing the integral, and the answer clearly has to be zero. On the other hand,

by Cauchy’s theorem we can also deform the contour to large values of z, say on a contour

z(t) = Re2πit with R→∞. WLOG we can assume that p(z) = anz
n+ an−1z

n−1 + · · ·+ a0
with n > 0 and an 6= 0. At large radius the zn term dominates, and since deg(p) must be

an integer we must have ∮
p′(z)
p(z)

dz

2πi
=

∮
nzn−1

zn
dz

2πi
= n (12.14)

This is a contradiction, so p(z) must have a root.

Exercise

Show that every nonconstant quaternion-valued polynomial on the quaternions has a

quaternionic root.

12.2.2 Surface groups

Using the construction of closed surfaces as polygons with identifications discussed in Sec-

tion *** above it is easy to give a presentation of the fundamental groups of surfaces. Note

that if we cut a disk out of the polygon then there is a homotopy equivalence with a wedge

product of a collection of circles. Therefore, we have an obvious set of generators with

one relation: The closed path described by circling the boundary of the polygon must be

trivial. Applying this to the three basic cases we get:

1. If S is S2 then it is simply connected.
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Figure 82: Is the homotopy class of this curve trivial? Is it trivial in the first homology group?

2. If S is an orientable genus g surface with p boundaries then

π1(S, x0) = 〈ai, bi, cs|
g∏

i=1

[ai, bi]

p∏

s=1

cs = 1〉 (12.15)

3. If S is an unorientable surface with q Mobius strips and p boundaries then

π1(S, x0) = 〈γi, cs|
q∏

i=1

γ2i

p∏

s=1

cs = 1〉 (12.16)

Remarks:

1. One can, of course, consider noncompact surfaces, but these are more involved, since

they can have infinite numbers of handles.

2. The above presentations are rigorously derived from the Seifert-van Kampen theorem.

3. In many applications to string theory we often speak of punctures rather than bound-

aries. If we remove a point from a surface then the resulting space is noncompact.

It has the same fundamental group as the space obtained by replacing the puncture

by a small hole, so that the surface has a boundary (and its closure is compact, with

boundary).

Exercise

a.) Show that π1(RP
2) ∼= Z2.
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b.) Now consider RP2 as S2/ ∼ where the equivalence relation identifies antipodal

points. Identify a simple curve representing a nontrivial element and explain why it squares

to zero.

c.) Show that if S is the Mobius band or the cylinder then π1(S) ∼= Z.

d.) Using the presentation above show that π1(T
2) ∼= Z⊕ Z.

e.) Are any other surface groups abelian?

f.) Do any other surface groups have nontrivial torsion subgroups?

Exercise Abelianization of the fundamental groups of closed surfaces

The abelianization of a group G is the quotient of the commutator subgroup N gener-

ated by all group commutators [g1, g2] := g1g2g
−1
1 g−1

2 , for all pairs of elements of G.

a.) Show N is a normal subgroup and that G/N is an abelian group.

b.) Compute the abelianization of the fundamental groups of closed surfaces. This is

a finitely generated abelian group. Give its rank and torsion subgroup.

Remark: One can show that if X is connected the abelianization of π1(X,x0) is

isomorphic to the first homology group H1(X;Z).

c.) Consider the based curve shown in 82. Does it define a trivial element of π1(X,x0)?

Does it define a trivial element of H1(X;Z)?

Figure 83: The time development shown here, with 0 ≤ t ≤ 1, represents a closed path in Cn(R
2).

It represents the generator σ̃i mentioned in Chapter 5.1.

12.2.3 Braid groups

The braid group was defined in terms of generators and relations in Section 5.1 of Chapter

1. It can be interpreted as a fundamental group where we consider the configuration space
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of n points in the plane.

To define a configuration space take any space X and consider Xn − ∆ where ∆ is

the space of tuples (x1, . . . , xn) where xi = xj for some pair of distinct indices i, j. We

now consider the quotient space where we consider (x1, . . . , xn) ∼ (y1, . . . , yn) if there is a

permutation σ ∈ Sn so that xi = yσ(i). Then

Cn(X) := (Xn −∆)/ ∼ (12.17)

is the configuration space of n unordered points in X.

In the physics of identical particles, this would be the space of configurations of n

particles in a space X. The justification for eliminating ∆ could arise if the paricles have

hard cores or repulsive forces.

For example, in 2 + 1 dimensional physics with identical particles, we could consider

Cn(R
2). Then the braid group can be defined as

Bn := π1(Cn(R
2), [~x0]) (12.18)

The figures in Section 5.1 give a pictorial justification for the relations on the generators.

We could, for example consider ~x0 to be a line of points along, say, the x-axis. Then a

simple braiding as shown in Figure 83 defines a closed loop in Cn(R
2) and it can be shown

that the homotopy classes of these closed loops generate Bn. Moreover, it can be shown

that the only relations are the geometrically obvious ones:

σ̃iσ̃j = σ̃jσ̃i |i− j| ≥ 2

σ̃iσ̃i+1σ̃i = σ̃i+1σ̃iσ̃i+1

(12.19)

Exercise

If we consider f : R2 → S2 then we have a homomorphism f∗ : Bn → π1(Cn(S
2)). It

can be shown that the image of the generators σ̃i (which we denote σ̂i) now have two new

relations:

σ̂1 · · · σ̂n−2σ̂
2
n−1σ̂n−2 · · · σ̂1 = 1 (12.20)

(σ̂1 · · · σ̂n−1)
n = 1 (12.21)

Draw pictures of the braids corresponding to (12.20) and (12.20) and explain why they

should hold.

Exercise

Construct a mapping (natural up to homotopy):

Ck(R
2)×

(
Cp1(R

2)× · · · × Cpk(R2)

)
→ Cp1+···pk(R

2)

The existence of this system of maps leads to the subject of operads.
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Figure 84: The composition of two closed loops is depicted by a trivalent vertex.

Figure 85: The two ways of composing three loops can be represented by two different rooted

trees with trivalent vertices.

12.2.4 Digression: A∞ spaces

Warning: This is a more advanced topic. You might wish to skip this section.

We noted above that for three closed loops in X based at x0, in general f1 ⋆ (f2 ⋆

f3) is not the same loop as (f1 ⋆ f2) ⋆ f3. When defining the fundamental group we

forced “multiplication of loops” to be associative by passing to the equivalence class under

homotopy. Actually, the fact that the loops are not equal, but only homotopic is the tip

of the iceberg of an interesting mathematical structure which plays some role in modern

physical mathematics. In this section we sketch a bit of that structure.

Given a pointed space (X,x0), we can define the based loop space:

Ω∗X := {γ : (S1, s0)→ (X,x0)} (12.22)

Note that ΩX is itself a pointed space, with the basepoint being the constant loop which

takes all of S1 to x0. We can also define it as:

Ω∗X := {f : [0, 1]→ X with f(0) = f(1) = x0} (12.23)
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Figure 86: The five ways of composing four loops can be represented by five different rooted trees

with trivalent vertices. These form the vertices of a pentagon K4. The figure is taken from B.

Keller, “Introduction to A∞ algebras and modules,” arXiv:math/9910179.

Figure 87: The 14 ways of composing f1, f2, f3, f4, f5, in that order, can be viewed as vertices

of a polytope. The two vertices are joined by an edge if the two products are related by a basic

associativity map. The resulting polytope has faces consisting of pentagons and squares.

The concatenation of loops defined in (12.2) defines a product

m2 : Ω∗X × Ω∗X → Ω∗X. (12.24)

We will find it very useful to have a pictorial representation of products of loops in terms

of trees. The basic multiplication is shown in Figure 84.

Now, in Figure 80 we gave a homotopy between

(f1 ⋆ f2) ⋆ f3 = m2(m2(f1, f2), f3) (12.25)

and

f1 ⋆ (f2 ⋆ f3) = m2(f1,m2(f2, f3)) (12.26)
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Figure 88: The 14 ways of composing five loops can be represented by different rooted trees with

trivalent vertices. They form the vertices of the fifth associahedron. The figure is taken from B.

Keller, “Introduction to A∞ algebras and modules,” arXiv:math/9910179.

Figure 89: The square faces of the fifth associahedron correspond to polytopes of the formK3×K3

and hence it is easy to extend the map from the edges to the face.

The existence of this homotopy can be interpreted as the statement that there is a map

m3 : K3 × Ω∗X ×Ω∗X × Ω∗X → Ω∗X (12.27)

where K3 := [0, 1] is the interval. The value of

m3(s, f1, f2, f3) (12.28)

where s ∈ [0, 1] and f1, f2, f3 are three loops at x0 is the based loop in X defined on the

RHS of (12.4). The values of this map at the boundaries of K3, that is, at s = 0 and s = 1

give the two possible compositions involving m2. The restriction of the map to the two

boundaries of K3 can be depicted as in Figure 85. We will call m3 an associativity map.
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Figure 90: To construct K3 from the moduli spaces of trees we compactify the two cells (0,∞)

for the two topologies of tree to [0,∞) and identify the ℓ = 0 points, as shown. Then we use a

homeomorphism to make the semi-infinite intervals finite, and/or add a point at infinity. Thus, for

example, we could identify x ∈ [0, 1] with a length ℓ = x
e1−x−1 . Thus, we can compactify by letting

edge lengths be valued in ℓ ∈ [0,∞].

Figure 91: If we regard Kn as the compactified moduli space of ordered metric trees then the

(n − 3)-dimensional faces are associated with trees where precisely on internal edges has gone to

infinite length.

Now, let us ask what happens when we compose four maps f1, f2, f3, f4, in that order.
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There are now five ways to do this:

((f1 ⋆ f2) ⋆ f3) ⋆ f4

uu❥❥❥❥
❥❥❥

❥❥❥
❥❥❥

❥❥

// (f1 ⋆ f2) ⋆ (f3 ⋆ f4)

**❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚

(f1 ⋆ (f2 ⋆ f3)) ⋆ f4

,,❩❩❩❩❩
❩❩❩❩❩

❩❩❩❩❩
❩❩❩❩❩

❩❩❩❩❩
❩❩❩❩

f1 ⋆ (f2 ⋆ (f3 ⋆ f4))

f1 ⋆ ((f2 ⋆ f3) ⋆ f4))

44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥

(12.29)

The arrows represent the basic homotopy expressed by the existence of m3. We can view

each of the corresponding multiplications in terms of trees, and think of them as attached

to the vertices of a pentagon, as in Figure 86.

We have associated each way of putting parentheses to a vertex of a pentagon. We

can define a map

m4 : ∂K4 × (Ω∗X)4 → Ω∗X (12.30)

where ∂K4 is the boundary of the pentagon. To do this we think of each edge of the

boundary as a copy of K3 and we use a map of type m3 defined in (12.31), applied to the

appropriate triple of maps, on each segment of the boundary ∂K4.

Now comes a key new point: It turns out one can fill in the map from the boundary

of the pentagon to a map from the entire pentagon. Let K4 denote the filled in pentagon.

We are claiming that the map of equation (12.30) can be continuously extended to a single

map

m4 : K4 × Ω∗X ×Ω∗X × Ω∗X → Ω∗X (12.31)

We call m4 a higher associativity map. The proof that it exists is an even more tedious

formula than (12.4).

Next, we can consider the multiplication of 5 loops, f1, . . . , f5. There are 14 ways to do

this. The define vertices of a similar polytope, denoted by K5 and illustrated in Figure 87

and Figure 88. We can define a map m5 : E × (Ω∗X)5 → Ω∗X on the edges using m3. We

now want to extend this map to the faces. On the faces which are pentagons we can extend

it using m4. Some faces are squares which we can view as K3 ×K3. We can easily extend

m5 across these squares because the two associativities are independent. See, for example,

Figure 89. Now, the next nontrivial claim is that the map on ∂K5 can be extended to a

map:

K5 × (Ω∗X)5 → Ω∗X (12.32)

which has the property that, when restricted to the boundaries of K5 the map becomes

one of the extended associativity maps we have already met.

Stasheff constructed a sequence of polytopes Kn of dimension (n − 2) together with

maps

Kn × (Ω∗X)n → Ω∗X (12.33)

which have the kind of compatibility we mentioned above: The restriction of the map to

the boundary ∂Kn is a collection of the higher associativity laws we found above. By
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counting trees one can show that the polytope Kn+1 has a number of vertices equal to the

Catalan number:

Cn =
1

n+ 1

(
2n

n

)
=

(
2n

n

)
−
(

2n

n+ 1

)
=

n∏

j=2

n+ j

j
(12.34)

One way of constructing the polytopes Kn is to look at all trees with n ordered inputs

and one output. The trees have trivalent vertices and are directed downard, as in the above

figures. Then we assign positive lengths ℓ ∈ (0,∞) to the internal edges. Thus, for each

tree we associate a moduli space of such trees that is equivalent to an open cell (0,∞)n−2.

Now, we can joint together these cells by letting some lengths go to zero. Thus gluing

together some of the cells at some of their boundaries. See Figure 90

Now, compactifying the ends where some lengths go to ∞ gives the polytope Kn,

known as the associahedron. The boundary of Kn is made up of lower associahedra. The

(n − 3)-dimensional faces are associated with trees where one internal length has gone to

infinity. See Figure 91. Thus the boundaries are associated with Kq × Kn−q+1, and mn

restricted to these faces is - roughly speaking - of the form

mn−q+1(f1, . . . , fp,mq(fp+1, . . . , fp+q), fp+q+1, . . . , fn) (12.35)

This leads to a definition

Definition: An A∞ space X is a topological space such that there exists a sequence of

maps mn, n ≥ 2

mn : Kn × Xn → X (12.36)

(where K2 = pt) which are compatible when restricted to ∂Kn, that is, of the form (12.35).

The main theorem of the subject says that if X is an A∞-space then there exists another

topological space X and a homotopy equivalence between X and Ω∗X. 70

Some sources: Most of the material on A∞ is very algebraic. I have followed the

discussions in

1. B. Keller, “Introduction to A∞ algebras and modules,” arXiv:math/9910179.

2. B. Keller, ...

3. P.S. Aspinwall et. al., Dirichlet Branes and Mirror Symmetry, AMS Clay mathe-

matics monographs, vol. 4, 2009

Remarks:

1. The associahedron comes up in several other related contexts. Whenever we want

to multiply formal noncommutative and potentially non-associative variables we can

enumerate the ways of multiplying n objects, x1, x2, . . . , xn (in that order!) to the

rooted trivalent trees as above.

70Reference: J.F. Adams, Infinite Loop Spaces, Annals of Math Studies, 90, Princeton Univ. Press,

Section 2.2.
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Figure 92: The “Mickey Mouse” compactification of the moduli space of disks with marked bound-

ary points. This is a special case of a deep result of Deligne and Mumford on the compactification

of the moduli spaces of curves.

2. The number of triangulations of an plane polygon with (n + 2) vertices is again the

Catalan number. (You can map this to binary rooted trees with ordered inputs.)

Flipping an edge of a triangulation gives another one, and this defines the 1-simplices

of Kn+1.

3. Another appearance of the associahedron is in Riemann surface theory. A Riemann

surface has more structure than just a topological surface: It has a metric up to

conformal rescaling, or, equivalently, a complex structure. If we consider the space of

equivalence classes of the Riemann surface given by a disk with n ordered points on

the boundary we are naturally led to consider Kn. The proper compactification is not

obvious and the main idea is illustrated in Figure 92. This is one way A∞ algebras

enter into conformal field theory, string theory, string field theory, and topological

field theory. 71

Exercise

Show that the Catalan numbers can be defined recursively by C0 = 1 and

Cn+1 =
n∑

j=0

CjCn−j (12.37)

Interpret this in terms of counting of ordered rooted binary trees.

71For one representative paper on the subject see, M. R. Gaberdiel and B. Zwiebach, “Tensor constructions

of open string theories. 1: Foundations,” Nucl. Phys. B 505, 569 (1997) [hep-th/9705038].
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Figure 93: To define π2(X, x0) we consider maps from I2 which map the boundary ∂I2 (the black

square on the left) into a single point x0 ∈ X , represented by the black point on the right. The

interior of I2 maps into the space in some continuous manner. For example, it might wrap around

the soap bubble on the right.

Figure 94: Combining two maps of the square to define a product map f ∗g : (In, ∂In)→ (X, p0).

We draw the case n = 2. All of the black region maps to the black point x0 on the right. The maps

f, g define the maps from the smaller squares. There are clearly many choices made here but the

homotopy class [f ∗ g] only depends on [f ] and [g].

12.3 Higher homotopy groups

Choosing a point q0 on an n-dimensional sphere Sn higher fundamental groups are, as a

set:

πn(X, p0) := [(Sn, q0), (X, p0)] = [Sn,X]∗ (12.38)

Alternatively, if In is the n-cube and ∂In is the boundary then the nth homotopy group

is:

πn(X, p0) = [(In, ∂In), (X, p0)] (12.39)

This is illustrated in 93.

– 203 –



Figure 95: Pictorial proof that π2(X) is abelian.

The product is best described in pictures: The product of the homotopy classes [f ]

and [g] of two maps is best defined by using a picture as in 94. We homotope the two maps

so that we may take f, g to be constant outside of a little cube, necessarily mapping to the

basepoint x0. Then we can insert the two little cubes inside a bigger cube to produce a

new such map as in 94. If you insist on a precise formula we could take:

(f ⋆ g)(t1, t2, . . . , tn) :=

{
f(2t1, t2, . . . , tn) 0 ≤ t1 ≤ 1

2

g(2t1 − 1, t2, . . . , tn)
1
2 ≤ t1 ≤ 1

(12.40)

and then [f ] · [g] := [f ⋆g] is a definite multiplication rule. Of course, we could have defined

⋆ by concatenation along one of the other ti-axes, or in many other ways.

Theorem. For n > 1 πn(X, p0) are abelian groups.

Proof : This is natural because there is no natural order for concatenating maps from

In for n > 1 (a consequence of the fact that Sn−1 is connected, for n > 1).

Again, it is best explained with a picture as shown in 95. ♠
In general it is not easy to compute homotopy groups. We will illustrate a few tech-

niques from which one can extract some information in Sections ****. We will just quote

a few results.

Examples

1. For the circle we have

πk(S
1, p0) =

{
Z k = 1

0 else
(12.41)

This will follow easily from covering space theory. See section *** below.
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2. For a surface πk(S, p0) = 0 for k > 1. Again, using a standard representation of

surfaces, this follows from covering space theory.

3. For an n dimensional sphere with n > 1 we have

πk(S
n, p0) = 0 1 ≤ k < n (12.42)

Here is an heuristic argument (which can be made completely rigorous): First, an

homotopy class [f ] has a representative by a differentiable map f : Sk → Sn. (This

is plausible but not trivial and is a special case of Proposition 17.8 of Bott and Tu.)

Second, for k < n the image of a differentiable map f cannot be surjective. Again,

this is very intuitive, but not trivial. It is a consequence of Sard’s theorem. Once

we have a representative which is not onto the remainder of the argument is easy: f

maps Sk to a subspace of Sn−{Q} for some point Q, but that is homeomorphic (by

stereographic projection) to Rn, and hence contractible. We also have

πn(S
n, p0) ∼= Z (12.43)

We will prove this in Section **** below.

4. The higher homotopy groups of spheres, that is, πn+k(S
n, p0) for n > 1 and k > 0

is a mathematical object that remains a topic of central interest in modern algebraic

topology. Many interesting facts are known. As a small sampling: For large n,

πn+k(S
n, p0) becomes independent of n. To be precise, they become independent of

n for n ≥ k + 2. These are called the stable homotopy groups of spheres πSk . The

higher homotopy groups (stable and unstable) are finite groups except for π4n−1(S
2n)

which contains an infinite cyclic component. We will see that π3(S
2) = Z, a case

of great importance in physics. As an example, consider πn+1(S
n) n = 2 is in the

unstable range, and n ≥ 3 is the stable range, and πn+1(S
n) ∼= Z2 for n ≥ 3. Tables

of homotopy groups of spheres are available, for example, on the Wikipedia article.

Exercise Homotopy of product spaces

a.) Show that

πq(X × Y ) ∼= πq(X) × πq(Y ) (12.44)

where on the RHS we have a direct product of groups. 72

Warning: This is not true for cohomology and homology groups in general!

b.) Let T n be the n-dimensional torus. What is πk(T
n) for k > 1?

c.) Are there nontrivial homotopy classes of maps T 2 → S2 ?

72Hint: Show that every map Sq into X × Y is of the form x → (f(x), g(x)).
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Exercise Homotopy groups of groups

If G is a group then πn(G, e) has some special features:

a.) Show that if fi : (I
n, ∂In) → (G, e) are two maps then the map f1 · f2 defined by

the group product on the target is homotopic to the homotopy product of f1 and f2.

b.) In particular show that π1(G, e) is abelian.

12.4 Homotopy groups and homotopy equivalence

Now we can ask how homotopy groups of different spaces are related. If F : X → Y

is a map between different spaces then to any f : (Sn, q0) → (X, p0) we can associate

F ◦ f : (Sn, q0) → (Y, F (p0)). Moreover, this association respects homotopic equivalence

so we get a map

F∗ : πn(X, p0)→ πn(Y, F (p0)) (12.45)

defined by F∗([f ]) := [F ◦ f ]. Furthermore, a simple exercise shows that F∗ is a group

homomorphism.

Theorem If two spaces are homotopically equivalent then they have isomorphic homotopy

groups.

Proof : If F : X → Y has homotopy inverse G : Y → X then F∗ : πn(X) → πn(Y ) is a

group isomorphism with inverse G∗. ♠

Remarks

1. Thus, the groups πn(X) are topological invariants of X. Since spaces can be ho-

motopy equivalent but not homeomorphic they will not always distinguish different

topological spaces. For example Rn and a point have the same homotopy groups. In

two dimensions π1 distinguishes the different compact surfaces. But the homotopy

groups can fail to distinguish homeomorphism types of compact spaces already in

dimension three. Some lens spaces can have isomorphic πn, and yet not be homeo-

morphic. (For details see Massey’s book.)

2. We can now finally answered some questions we raised in Section §??: Sn cannot be

homotopy equivalent to Sm for n 6= m. Thus Rn cannot be homeomorphic to Rm for

n 6= m, for if they were the one-point compactifications would be homeomorphic.

3. What about the converse to the above theorem? That is, if X and Y have the same

homotopy groups are they homotopy equivalent? Strictly speaking the converse is

false. A simple counterexample is S2 × RP 3 and RP 2 × S3. Both are obtained by

taking a quotient of S2 × S3 by an antipodal map. On the one hand, using covering

space theory of Section §13 it follows that they have the same set of homotopy groups.

On the other hand, one can show that if two topological manifolds are homotopy

equivalent then they are both orientable or both unorientable.
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4. Nevertheless, if there is a concrete map f : X → Y which induces an isomorphism of

the homotopy groups then one can conclude that the map is a homotopy equivalence.

This is the famous Whitehead theorem:

Theorem. A map f : X → Y is a homotopy equivalence iff f∗ is an isomorphism on

all πn.

See Bredon, Corollary 11.14. It applies to reasonable spaces X,Y . For example, the

CW complexes described in chapter *** will satisfy the conditions.

12.4.1 Homotopy Invariants of maps between spaces

A frequently asked question is: Given two maps f1, f0 : X → Y are they homotopic?

This comes up in physics in many ways:

1. In field theory, when we classify topological sectors.

2. In string theory, we might ask when maps of the string worldsheet into spacetime

are continuously related to each other.

3. In condensed matter physics, we can associate a continuous projection operator to

the filled bands over the Brillouin zone and the homotopy class of that map is an invariant

of an insulator.

In general it is a very difficult question to say whether or not f0 and f1 are homotopic.

Some important homotopy invariants of maps, which can distinguish different classes,

are:

1. The group homomorphisms: f∗ : πn(X,x0)→ πn(Y, f(x0)) for all n ≥ 1.

2. The group homomorphisms f∗ : Hn(X;Z)→ Hn(Y ;Z)

3. The group homomorphisms f∗ : Hn(Y ;Z)→ Hn(X;Z)

The data 2,3 are not really independent, but the data 1,2 are really independent data.

For example, taking n = 3 and X = Y = S2, H3(S
2) = 0 but π3(S

2) ∼= Z and f∗ can be an

interesting multiplication map. One set of maps can be trivial and the other nontrivial.

Homotopic maps induce the same homomorphism of groups, so, one quick test of

whether two maps can be homotopic is whether the induced group homomorphisms f∗ and
f∗ are the same.

12.5 Homotopy and its relation to loopspace

Recall that the map from C(X × Y,Z) to C(X, C(Y,Z)) is continuous. Using this we can

prove that

Theorem: πk−1(Ω∗X, x̄0) = πk(X,x0), for k ≥ 2.

Here the basepoint x̄0 of Ω∗X used to compute the homotopy group is the constant

loop at x0.

There is an interesting “adjoint” to the loop operation known as suspension. To define

it we first define a more general construction, known as the smash product.
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Recall that the one-point union, or wedge, of two pointed spaces X,Y is obtained by

identifying only their basepoints. That is X ∨ Y = (X ∐ Y )/x0 ∼ y0. The smash product

of two pointed spaces is defined by identifying all of X ∨ Y to a single basepoint:

X ∧ Y := (X × Y )/X ∨ Y (12.46)

An especially important case is the suspension73

SX := S1 ∧X = (X × S1)/(X × {s0} ∪ {x0} × S1) (12.47)

where s0 is a basepoint on S1.

Theorem: Consider the spheres to be pointed spaces. Then SSn−1 is homeomorphic

to Sn for all n ≥ 1.

You can convince yourself of this by drawing some simple pictures.

A nice result is

Theorem: [SX, Y ]∗ = [X,ΩY ]∗.

To prove this simply write a pointed map f : SX → Y as f(t, x) and then consider

the loop γx at fixed x given by γx : t→ f(t, x). Now on the RHS we identify this with the

map x→ γx ∈ ΩY .

In this sense, suspension is “adjoint” to looping.

13. Fibrations and covering spaces

13.1 The lifting problem

Let us consider again the computation of π1(S
1, x0). We think of S1 as the unit circle

in the complex plane and let us take x0 = 1. A homotopy class would be represented

by a function f : [0, 1] → S1 which we could try to write as f(t) = exp[2πig(t)] where

f(0) = f(1) = 1. We could surely take g(0) = 0, but then, if we continuously evolve g(t),

it might well be that g(1) 6= 0, rather, it could be some integer g(1) = n ∈ Z. A homotopy

of f(t) would continuously change g(t). In particular, a homotopy of f would continuously

change g(1). On the other hand, g(1) is an integer. An integer which changes continuously

must be constant. Thus, the integer g(1) is only a function of the homotopy class of f .

For example, if f(t) = e2πit then g(t) = t. Note that g(1) = 1 6= g(0) = 0. This shows,

informally, that there is a (obviously surjective) homomorphism π1(S
1, x0) → Z. On the

other hand, if g(0) = 0 then, we claim, there is no obstruction to smoothly deforming g(t)

to 0 throughout the interval. This shows - informally - that in fact π1(S
1, x0) ∼= Z.

73Warning: There are two kinds of suspension in homotopy theory. This is called the “reduced suspen-

sion.”
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We will now generalize the above reasoning and make it more rigorous. That will lead

to some important mathematical ideas and constructions.

Here is the formal statement of the lifting problem:

Suppose we are given a continuous surjective map of topological spaces p : E → B

and moreover we are given a map f̄ : Y → B. Such a map is said to “have a lift f” if there

is a map f : Y → E with p ◦ f = f̄ . In diagrams, given p : E → B and f̄ , “finding a lift of

f̄” means finding a function f : Y → E so that we have the commutative diagram:

E

p

��
Y

f
>>⑦⑦⑦⑦⑦⑦⑦⑦ f̄
// B

(13.1)

Example: Suppose E = R, B = S1, and p(x) = e2πix. Then,

• If Y is a point and f̄(∗) = z, with |z| = 1 the lift f(∗) is simply some real number

x so that e2πix = z. Of course, there are infinitely many such x’s. Given one x0 any other

solution can be written as x = x0 +n for some n ∈ Z. In this case, a lift of the map exists,

and there are in fact infinitely many lifts.

• On the other hand, suppose now that Y = S1 and we take f̄ : S1 → S1 to be the

identity map. Then, because there is no single valued function

1

2πi
logz (13.2)

we cannot find a lift of f̄ . So, sometimes, there can be obstructions to lifting maps.

13.2 Homotopy lifting property

Suppose again we are given a continuous surjective map of topological spaces p : E → B.

Such a map is said to be a fibration if it satisfies a special property, called the homotopy

lifting property or, equivalently, the covering homotopy property. It is defined as follows:

Suppose we are given:

a.) A map f : Y → E, which is therefore a lift of f̄ := p ◦ f : Y → B.

b.) A homotopy F̄ of f̄ . That is, a continuous family of maps f̄t : Y → B smoothly

deforming f̄ . Equivalently, a continuous map

F̄ : [0, 1] × Y → B (13.3)

such that F̄ (0, y) = f̄(y).

Then: p : E → B has the covering homotopy property , or has the homotopy lifting

property if for any Y, f̄ with a lift f there is a continuous map

F : [0, 1] × Y → E (13.4)

with p ◦F = F̄ . That is, if, whenever we have Y, f̄ , f as above there is a continuous family

of maps ft which lift f̄t and with f0 = f .
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Figure 96: We can picture the exponential map as defining an infinite sheeted spiral cover over

the circle.

Figure 97: To prove the exponential map defines a fibration we choose a cover U± of the circle as

shown.

Example: Let us return to our basic example: E = R, B = S1, and p(x) = e2πix. It can be

pictured as a spiral covering the circle as in Figure 96. Suppose we choose Y = {y0} to be

a single point. Then a map f̄ amounts to choosing a single point on f̄(y0) = z0 ∈ S1, which
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Figure 98: The inverse image of the open sets U± is a disjoint union of intervals, each interval is

homeomorphic to U+ or U− under the exponential map.

we think of as a complex number with |z0| = 1. The lift f : Y → E of this map is a choice

of a real number f(y0) = x0 ∈ R so that e2πix0 = z0. Now a homotopy F̄ : I×Y → B = S1

is a path z(t) in the unit circle with z(0) = z0. The homotopy lifting property says that we

can find F : I × Y → R, which amounts to a function F (t, y0) = x(t) such that x(0) = x0
and exp[2πix(t)] = z(t). In terms of the figure 96, after choosing an initial point x0 on the

spiral above z0, as z(t) moves continuously, the covering point x(t) moves continuously up

and down the spiral.

More generally, what we want to show is this: Suppose f̄ : Y → S1 is a continuous

function such that we can also define a continuous function f(y) = θ(y) ∈ R so that

f̄(y) = e2πiθ(y). Now, suppose we have a homotopy f̄t(y) = F̄ (t, y). The homotopy lifting

property asserts that we can find a continuous real-valued function F (t, y) so that if we

define θt(y) := F (t, y) then we have f̄t(y) = e2πiθt(y). We will now prove that this is indeed

the case: 74

The map p is an example of a “covering map,” defined precisely below. The most

important consequence of this is that around any point in the circle there is an open

neighborhood so that the inverse image under p is a disjoint union of neighborhoods in R

each of which is homeomorphic to the neighborhood in S1.

To be very concrete choose U+ to be the open arc through the upper half-plane from

e−2πiǫ to −e2πiǫ and let U− be the arc through the lower half-plane from e2πiǫ to −e−2πiǫ.

See Figure 97. We can take 0 < ǫ < 1
4 , but just think of ǫ as small and positive. Then the

74Our proof is adapted from A. Hatcher, Algebraic Topology, Theorem 1.7.
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inverse image of U+ is a disjoint union of intervals, each of which is homeomorphic to U+:

p−1(U+) = ∐n∈Z(x− + n, x+ + n) := ∐n∈ZŨ+
n (13.5)

where x+ = −ǫ and x− = 1
2 + ǫ, while

p−1(U−) = ∐n∈Z(y− + n, y+ + n) := ∐n∈ZŨ−
n (13.6)

where y− = −1
2 − ǫ and y+ = ǫ. See Figure 98.

Now, for any (t, y) ∈ [0, 1]×Y there is a neighborhood (t, y) ∈ (a(t, y), b(t, y))×O(t, y)
so that F̄ maps this neighborhood entirely into U+ or entirely into U−. 75 Because [0, 1]

is compact we know that, for each y ∈ Y there exists:

1. A neighborhood O(y), together with
2. A collection of points 0 = t0 < t1 < · · · < tm = 1

so that

F̄ ([ti, ti+1]×O(y)) ⊂ Uα(y,i) (13.7)

where Uα(y,i) is either U+ or U−. When y is understood we will just denote α(y, i) by αi.

Working at fixed y, let us consider first i = 0. Then the lift f(y) = F (0, y) takes

{0} × O(y) into Ũα0
n0

for some definite integer n0. But now,

p : Ũα0
n0
→ Uα0 (13.8)

is a homeomorphism. Denote its inverse by qα0
n0

: Uα0 → Ũα0
n0

. We can now define F (t, y)

on the set [t0, t1]×O(y) by
F = qα0

n0
◦ F̄ (13.9)

In fact, since we require p ◦ F = F̄ , and since p is locally inverted by qα0
n0

on Ũα0
n0

, we must

define F this way. Thus, the lift F on the set [t0, t1] × O(y) is uniquely determined. We

now try to extend this, for fixed y along the rest of the interval:

We know that F̄ : [t1, t2]×O(y)→ Uα1 for some α1 ∈ {±}. Now it might well happen

that α1 6= α0, but we do know that F̄ : {t1} × O(y) → Uα0 ∩ Uα1 and hence there is a

unique integer n1 so that

F ({t1} × O(y)) ⊂ Ũα0
n0
∩ Ũα1

n1
(13.10)

But now, p : Ũα1
n1
→ Uα1 is a homeomorphism. Denote the inverse homeomorphism by

qα1
n1

: Uα1 → Ũα1
n1

. Again, by continuity, we must define F (t, y) on [t1, t2]×O(y) by

F = qα1
n1
◦ F̄ (13.11)

We have now defined F on [0, t2]×O(y). We can continue the process in this way, defining

a definite αi, ni and hence a definite local inverse to p, denoted qαi
ni

so that

F = qαi
ni
◦ F̄ (13.12)

75Note that if t = 0 we should allow a(t, y) < 0 and interpret (a(t, y), b(t, y)) as (a(t, y), b(t, y)) ∩ [0, 1],

and similarly for t = 1.
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on [ti, ti+1]×O(y). Since we have an open neighborhood O(y) for each y ∈ Y we have in

fact defined F on all of [0, 1] × Y . The above construction made clear the necessity of the

choices of lifting, and hence F is unique. ♠

Remarks

1. In general, for a fibration, the lift of a homotopy need not be unique. The above

example showed that the lift is unique, but this is special to the case of coverings.

See more below.

2. The fiber over a point b ∈ B is the inverse image p−1(b), also denoted Eb. One can

show that if B is path connected then any two fibers Eb1 and Eb2 are homotopy

equivalent. The idea is to choose a path γ from b1 to b2, and use the homotopy

lifting property to define a map U(γ) : Eb1 → Eb2 . Then homotopic paths lead to

homotopic maps U(γ1) ∼ U(γ2) if γ1 ∼ γ2. But this means that U(γ̄) is a homotopy

inverse to U(γ). For more details see the proof of Proposition 16.3(a) in Bott and

Tu, p. 200.

Figure 99: Choosing basepoints in a fibration. We use “p” for the projection to avoid confusion

with homotopy groups, which are always denoted by π.

13.3 The long exact sequence of homotopy groups for a fibration

Let us now consider again a fibration p : E → B. In this section we are going to describe

a very interesting and beautiful relation between the homotopy groups of E and B. It can

be very useful in computations.

To define homotopy groups we need to choose basepoints. We choose b0 ∈ B, and

e0 ∈ E so that p(e0) = b0. Let F = p−1(b0) := Eb0 be the fiber above b0. Let

ι : F → E (13.13)
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be the inclusion, as in Figure 99. We denote the basepoint ν0 of F to be e0 so that

ι(ν0) = e0.

Recall that πk(B, b0) is the set of homotopy classes of maps f : (Ik, ∂Ik) → (B, b0)

and is a group for k > 0, while for k = 0, π0(B) is just the set of connected components.

Since B has a distinguished basepoint there is a distinguished element of π0(B).

The inclusion and projection maps induce

πk(F , ν0) ι∗→ πk(E, e0)
p∗→ πk(B, b0) (13.14)

These are group homomorphisms for k > 0 .

Proposition The sequence (13.14) is exact, that is, kerp∗ = Im ι∗.

Proof : First, since p◦ι takes all of F to b0 it is clear that Im ι∗ ⊂ kerp∗. Now, suppose
that [f ] ∈ kerp∗. Then f and f̄ := p ◦ f fit in the diagram:

(E, e0)

f ր ↓ p
(Ik, ∂Ik)

f̄→ (B, b0)

(13.15)

Now [f ] being in the kernel of p∗ simply means that f̄ can be homotoped to the constant

map. That is, there is a continuous family f̄t with f̄0 = f̄ while f̄1(~t) = b0 is just the

constant map. By the homotopy lifting property there is a lifting ft : (I
k, ∂Ik)→ (E, e0).

Since f1 lifts the constant map, its image must lie in the fiber Eb0 . Therefore, [f1] ∈ Im ι∗.
♠

The surprising and important point is that there is a connecting homomorphism

πk(B, b0)
∂k→πk−1(F , ν0) (13.16)

giving a long exact sequence:

· · · → πk+1(F , ν0)→ πk+1(E, e0)→ πk+1(B, b0)
∂k+1→ πk(F , ν0) ι∗→πk(E, e0)

p∗→πk(B, b0)∂k→πk−1(F , ν0) · · ·

· · · → π1(E, e0)
∂1→π1(B, b0)→ π0(F)→ π0(E)→ π0(B)→ 0.

(13.17)

Note that the last three entries are in general just sets, and not groups, and there is no

choice of basepoint.

Let us describe the construction of ∂k. Suppose g ∈ πk(B, b0). Then we choose a

representative g = [F̄ ], where F̄ is a map F̄ : Ik → B taking ∂Ik to b0. Decompose

Ik = I × Ik−1, with coordinates (t, ~s) as in Figure 100. We view F̄ as a homotopy of maps

from (Ik−1, ∂Ik−1) → (B, b0). That is, at fixed time t, we define f̄t(~s) := F̄ (t, ~s), so that

f̄t is a map (Ik−1, ∂Ik−1)→ (B, b0). Recall that ∂I
k−1 is the boundary where at least one
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Figure 100: Construction of the connecting homomorphism. We view a map (Ik, ∂Ik)→ (B, b0)

as a family of maps (Ik−1, ∂Ik−1)→ (B, b0) by considering the first coordinate to be time. We now

attempt to lift the homotopy. We choose the bottom face of the box to map to e0. Then, using the

homotopy lifting property we can lift the map from the box into the total space (E, e0). The top

face of the box must cover the constant map, but need not be the constant map. It defines a map

of Ik−1 into the fiber over b0.

component of ~s is zero or one. For each t, f̄t and maps to b0. Note too that f̄0(~s) = b0
and f̄1(~s) = b0 are the constant map to b0. Now, since f̄0 is the constant map it is easy

to find a lifting: we simply choose the constant map f0 : Ik−1 → E given by the constant

e0. Now we invoke the homotopy lifting property with Y = Ik−1/∂Ik−1 = Sk−1, where

k ≥ 1 and Sk−1 has a distinguished point y0 given by collapsing ∂Ik−1. The homotopy F̄

has a lift given by a continuous map F : I ×Sk−1 → E such that F (0, ~s) = e0, is the lift of

F̄ (0, ~s). However, the homotopy lifting property does not say that at t = 1 the lift should

be constant! Indeed, f1(~s) := F (1, ~s) is a map (Sk−1, pt)→ (E, e0) or, equivalently,

f1 : (I
k−1, ∂Ik−1)→ (E, e0) (13.18)

Now, p ◦ F = F̄ , so p ◦ f1 = f̄1 and f̄1 is the constant map to b0. Therefore, f1 must map

all of Ik−1 into the fiber F = Eb0 . Therefore f1 defines a homotopy class

[f1] ∈ πk−1(F , ν0) (13.19)

We define the connecting homomorphism to be:

∂k([F̄ ]) = [f1] (13.20)
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Of course, for this to make sense one must show several choices which were made in

the above construction do not affect the definition of ∂k, if it is to be well-defined. The

choices are:

1. A choice of representative F̄ of a class in πk(B, b0).

2. A choice of homotopy lifting F of F̄ .

We leave to the reader the demonstration that ∂k is indeed well-defined.

The connecting homomorphism is subtle and nontrivial. Another useful picture ex-

plaining what it does is the following. We identify Ik/∂Ik with Sk/pt.

1. For k = 1 the homotopy f̄t is a family of maps from a point into (B, b0) with f̄0 =

f̄1 = b0. That is, it is a closed path. The lift is a family of maps ft into E with

f0 = e0, but, crucially, f1 need not be e0. It is just in the fiber Eb0 above b0. So,

although the homotopy F̄ : (I, ∂I) → (B, b0) defines a closed path in B, the lifted

homotopy F : I → E has F (0) = e0, but F (1) ∈ Eb0 need not be the same as e0, and

hence the lifted path need not be closed: ∂1[F̄ ] = [F (1)] ∈ π0(F). This phenomenon

is known as monodromy.

2. For k = 2, f̄ maps a square into B with the boundaries of the square mapping into

b0. The quotient I2/∂I2 is an S2 with a distinguished point, and we can identify

the “constant time” slices as a lasso opening up and sliding over the sphere as in

Figure 101. At fixed t, f̄t is a loop in B based at b0. The lift Ft of f̄t is similarly

a loop in E based at e0. Although the lift F0 of f̄0 is just the constant loop at e0,

the loop F1 need not be the constant loop. It just sits in the fiber above b0. Then

∂2[f̄ ] = [F1] ∈ π1(F , ν0).

3. This picture generalizes. We consider a map f̄ : (Sk, ∗) → (B, b0) to be a family of

maps f̄t : (S
k−1, ∗) → (B, b0). We view the lower dimensional spheres as a “lasso”

around the sphere of one higher dimension, analogous to Figure 101.

We leave it as an exercise to prove exactness of (13.17) at the stages πk(F) and πk(B)

in complete detail. Here are some hints:

1. If f : (Ik, ∂Ik) → (E, e0) then f̄ = p ◦ f comes together with its lifting. So if we

want to compute ∂k(p∗(f)) = ∂k[f̄ ] then since f is constant on all the boundaries of

∂Ik ∂k([f̄ ]) is represented by the constant map, and is clearly the trivial homotopy

class. Therefore Im p∗ ⊂ ker∂k. Similarly, if [f̄ ] is in the kernel of ∂k then the lifted

homotopy Ft=1 can be further homotoped to a constant. Attaching this extra box to

the one we already have gives a map of the box (Ik, ∂Ik) into (E, e0) covering the one

into (B, b0), so ker∂k ⊂ Im p∗. We conclude that ker∂k = Im p∗, and the sequence is

exact at πk(B, b0).

2. Now, suppose [f ] ∈ πk(F , ν0) is in the image of ∂k+1. That means there is a family

of maps Ft : (I
k, ∂Ik) → (E, e0) so that F0(~s) = e0 and F1(~s) = f(~s). If we run Ft
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Figure 101: The connecting homomorphism for the case ∂2 : π2(B, b0) → π1(F , ν0). The family

of circles sweeps out a 2-sphere in B. For fixed t the circle in the base γ̄t(s), 0 ≤ s ≤ 1 lifts to a

circle in the total space, γt(s). As t→ 1 the circle in the base shrinks back down to a point, but the

circle in the total space does not shrink. Rather, it wraps around the fiber above b0. This picture

generalizes: A map of Sk into B can be considered to be a loop (homotopy) of maps Sk−1 into B

beginning and ending with the constant loop into b0. We lift the initial point loop to e0 and then

invoke the covering homotopy property to get a family of based maps Sk−1 into the total space E.

At the end of the homotopy, since the map downstairs goes to a point, the map upstairs must go

into the fiber over that point .

backwards we obtain a homotopy of ι ◦ f to the constant map. Note that this only

applies to ι∗([f ]) and not to [f ] because Ft takes values in E. Thus Im ∂k+1 ⊂ kerι∗.
Now suppose [f ] ∈ kerι∗. Then there is a continuous family of maps Ft : (I

k, ∂Ik)→
(E, e0) so that F0 = f and Ft=1 = e0 is the constant map. Consider this as a single

map F : I × Ik → E and then p ◦ F takes ∂Ik+1 to a single point b0 and hence

defines a homotopy class in πk+1(B, b0). By construction, [f ] is ∂k+1 applied to this

homotopy class. Hence kerι∗ ⊂ Im ∂k+1. We conclude that kerι∗ = Im ∂k+1 and the

sequence is exact at πk(F , ν0).

Example 1: Let us return to our fibration with E = R and B = S1 = R/Z. Since R is

contractible and Z is discrete the exact homotopy sequence tells us that

πk(S
1, b0) = δk,1Z (13.21)

For k = 1 consider fn : (I, ∂I)→ (S1, 1) given by fn(t) = exp[2πint] with n ∈ Z. It defines

a homotopy class [fn] ∈ π1(S1, 1). Take b0 = 1, choose a lift of fn(0) in R, call it e0 ∈ Z.

Then the lifted homotopy is clearly Ft = e0 + nt at t = 1 this is the map F1 = e0 + n.

Therefore ∂1[fn] is in the component labeled by n, if we take ν0 = e0 to be the basepoint

in F = Z.

– 217 –



Example 2. As we will prove later, SU(n) is a topological group, and it is connected and

simply connected. Let us consider the quotient group SU(n)/Z where Z is the subgroup

given by the center of SU(n):

Z = {ωj1n×n|j = 0, . . . , n − 1} (13.22)

where ω is a primitive nth root of 1. This subgroup is isomorphic to Zn. The projection

p : SU(n) → SU(n)/Z is a fibration. In fact, it is a covering map (see below). By the

homotopy exact sequence we have

· · · → π1(SU(n))→ π1(SU(n)/Z)→ π0(Zn)→ · · · (13.23)

and hence we conclude

π1(SU(n)/Z) ∼= Zn. (13.24)

An example of a nontrivial loop in SU(n)/Z is

g(φ) = [Diag{eiφ/n, eiφ/n, . . . , e−iφn−1
n }] (13.25)

where the equivalence class [·] denotes the projection to SU(n)/Z. Note that g(φ+ 2π) =

g(φ) in SU(n)/Z, but that this is not a closed loop in SU(n). If we try to lift to

g̃(φ) = Diag{eiφ/n, eiφ/n, . . . , e−iφn−1
n } (13.26)

then g̃(φ+ 2π) = g̃(φ)ω, and indeed ∂1[g(φ)] = ω1n×n.

Example 3 The Hopf fibration. We will prove later that there is a fibration (in fact, a

fiber bundle) p : S3 → S2. 76 Let us just accept the existence of this map for the moment

and see what the sequence (13.17) tells us.

→ π3(S
1) → π3(S

3) → π3(S
2) →

→ π2(S
1) → π2(S

3) → π2(S
2) →

→ π1(S
1) → π1(S

3) → π1(S
2) →

(13.27)

Now let us use our knowledge that πk(S
1, 1) = δk,1Z, as well as the homotopy groups

πk(S
n) = δk,nZ for 0 < k ≤ n to simplify this to

→0 → Z → π3(S
2) →

→0 → 0 → Z →
→Z → 0 → 0 →

(13.28)

76Here is a lightning summary: Observe that the most general 2× 2 traceless hermitian matrix is of the

form ~x · ~σ, where ~x ∈ R3. Moreover, −det(~x · ~σ) = ~x2 is the Euclidean norm. Now, define a homomorphism

from ρ : SU(2) → SO(3) by declaring ρ(u) to be the rotation ~x → ~x′ such that u~x · ~σu−1 = ~x′ · ~σ. Note

that u~x · ~σu−1 is traceless hermitian, so ~x′ exists, and has the same determinant, so ~x2 = (~x′)2. Now take

the rotation ρ(u) and rotate the north pole on S2 with this matrix. The fiber of this map can be seen to

be a circle double covering the circle of rotations around the axis through the north pole. Finally, we note

that SU(2), as a manifold, is precisely S3.
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By exactness of the sequence we learn that:

π3(S
2) = Z (13.29)

Notice the striking contrast with homology theory, whereH3(S
2) = 0. This discovery came

as quite a shock when Hopf discovered it in the 1930’s!

Remarks:

1. The fibers Eb of a fibration for different values of b need not be homeomorphic, but

they do have the same homotopy type, if B is path connected. We prove this in

Section **** below. For the moment note that is would be very strange if this were

not true since we would potentially have different groups πk(F) in the LES with the

same πk(B) and πk(E).

2. The last three maps in (13.16) are not group homomorphisms since in general π0(X)

has no natural group structure. However, since we have chosen basepoints they

are pointed sets. We can continue to understand the sequence as being exact if

we interpret the kernel of a map between pointed sets to be the inverse image of the

basepoint. That is, the basepoints ν0, e0, b0 of F , E,B define a particular component,

hence a particular element of π0(F), π0(E), π0(B) which serves as the identity. Thus

exactness says:

1. Every component of B is covered by some component of E.

2. The components of E covering that component of B containing the basepoint b0
are all connected components of F = Eb0 (this is obvious),

3. The components of F = Eb0 which become connected to e0, when embedded in E

are precisely the monodromy lifts of elements of π1(B, b0). Again, this is clear: The

monodromy lifts provide the connecting paths.

3. Although π0 in general is not a group, when F,E,B are all groups then since π0(G) is

naturally a group it makes sense to interpret the last three maps of (13.16) as group

homomorphisms.

4. The path fibration One of the very beautiful application of (13.17) is to the path

fibration p : (P(X,x0), α0) → (X,x0) where α0(t) = x0 is the constant path. The

map p is defined by taking the endpoint of the path: p(α) = α(1). This can be shown

to be a fibration. As we have seen, P(X,x0) is contractible to the point α0. But,

the fiber has homotopy type of Ωx0(X), the based loops in X. We therefore conclude

that

πk(Ωx0(X)) = πk+1(X,x0) (13.30)
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5. The Hopf invariant. For any map f : S3 → S2 we can associate an integer topological

invariant since f induces a homomorphism f∗ : π3(S3)→ π3(S
2), and hence a homo-

morphism Z→ Z, and Hom(Z,Z) ∼= Z. This is called the Hopf invariant H(f) and it

turns out that it can be written as an integration of a local density, in a way analo-

gous to the way the degree of a map g : Sn → Sn can be. Suppose f : S3 → S2. Let

ω be 2-form on S2 representing the generator of H2(S2,Z). For example, we could

let ω be the unit volume form on S2. Now, H2(S3,Z) = 0. Therefore, f∗(ω) = dΘ

for some globally well-defined 1-form Θ on S3. Then we define:

H(f) =

∫

S3

Θ ∧ dΘ (13.31)

In the case when f is a projection in a principal U(1) fibration we will interpret Θ

below as a U(1) connection and the Hopf invariant as a Chern-Simons invariant. We

will see that for U(1) bundles corresponding to n ∈ π1(S1) the Hopf invariant is just

n.

Some sources:

1. Bredon, Corollary 6.12

2. Bott and Tu, section 16

3. Husemoller, ch. 1

Exercise Choices, choices

Check that the connecting homomorphism is well-defined ∂k[F̄ ] = [f1].

Exercise

Show that πk(S
3) = πk(S

2) for k ≥ 3.

Exercise

Consider the circle as the unit circle in the complex plane. Consider the map p : S1 →
S1 given by p(z) = zn, with n an integer.

a.) Prove this is a fibration.

b.) Work through the LES sequence in homotopy for this fibration.
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Figure 102: The pancake picture of a covering map

13.4 Covering spaces

A very important special class of fibrations are the covering spaces. These are simply the

fibrations p : E → B such that the fiber is a discrete set. The precise definition is the

following:

Definition. A continuous map p : X̂ → X of topological spaces is a covering map if the

inverse images under p of sufficiently small neighborhoods V ⊂ X is a disjoint union of

homeomorphic copies of V .

We can write state the covering map condition as the condition that for every x ∈ X
there is a neighborhood V of x such that

p−1(V ) = ∐α∈F Ṽα (13.32)

where α runs over the fiber F above x. F is a set with discrete topology and, for each α,

the map p : Ṽα → V is a homeomorphism. See figure 102.

We claim that a covering map has the homotopy lifting property and therefore a

covering is a special case of a fibration. The proof is completely parallel to the proof we

used before that p : R → S1, given by the exponential map, is a fibration: We cover

X by open sets Uα so that for each α the inverse image p−1(Uα) is a disjoint union of

homeomorphic copies:

p−1(Uα) = ∐νŨαν (13.33)

where now the ν run over some index set, not necessarily the integers. Given the data of

a continuous map F̄ : I × Y → X and a lift f : Y → X̂ of f̄(y) := F̄ (0, y) we proceed

as before: For each (t, y) ∈ I × Y we find neighborhoods (a(t, y), b(t, y)) ×O(t, y) so that
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F̄ ((a(t, y), b(t, y)) × O(t, y)) ⊂ Uα for some α. Again, using compactness of I we have a

neighborhood O(y) of y ∈ Y and times (which might depend on y) 0 = t0 < t1 < · · · <
tm = 1 so that

F̄ ([ti, ti+1]×O(y)) ⊂ Uα(y,i) (13.34)

Then we start at i = 0 and use the lift f to distinguish a cover Ũ
α(y,0)
ν0 into which it maps

so that we are forced to define

F := qα(y,0)ν0 ◦ F̄ (13.35)

on [0, t1] × O(y). Next F̄ : [t1, t2] × O(y) → Uα(y,1), and therefore F̄ ({t1} × O(y)) ⊂
Uα(y,0) ∩ Uα(y,1). Therefore, the lift must satisfy

F ({t1} × O(y)) ⊂ Ũα(y,0)ν0 ∩ Ũα(y,1)ν1 (13.36)

for some ν1. But again p has a local inverse q
α(y,1)
ν1 : Uα(y,1) → Ũ

α(y,1)
ν1 and hence we extend

F to [t1, t2]×O(y) by
F = qα(y,1)ν1 ◦ F̄ (13.37)

We can continue this way to define F : [0, 1]×O(y) → X̂ and by uniqueness, the construc-

tion is well defined on O(y) ∩ O(y′).
For a covering space the long exact sequence in homotopy collapses since πj(F) = 0

for j > 0 while π0(F) is just the set of points in F , or equivalently, the set of connected

components of F .
Applying the homotopy exact sequence we conclude immediately that

πk(X̂, x̂0) = πk(X,x0) k > 1, (13.38)

and moreover if X is connected:

1→ π1(X̂, x̂0)
p∗→ π1(X,x0)

∂→ π0(F)→ π0(X̂)→ 1 (13.39)

From this we learn that p∗ : π1(X̂, x̂0)→ π1(X,x0) is an injection.

Moreover, if X̂ is connected then the index of p∗(π1(X̂, x̂0)) in π1(X,x0) is the number

of sheets of the cover. Since π0(F) is not a group, in general, the last arrow simply means

that the map ∂ is surjective. After all, if X is connected then each component of E must

contain some inverse image of x0. Moreover, exactness at π0(F) means that the inverse

images in p−1(x0) in a fixed connected component of E are all in the image of ∂.

Exercise

Show that the quotient map p : S2 → RP2 is a covering map and use the LES to

compute π1(RP
2).
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Exercise

Show that the map p : C∗ → C∗ given by the holomorphic function p(z) = zn (with n

any nonzero integer) is a covering map. Describe how the LES works for this map.

13.5 Path lifting, connections, monodromy, and differential equations

When we proved the homotopy lifting property for coverings we actually proved something

stronger than what the definition of a fibration demands: The lifting is unique. Let us

apply this to paths in X:

We can consider a path ℘ : [0, 1] → X with ℘(0) = x0 to be a homotopy of the constant

map. That is, we choose Y to be a single point: Y = {y0} and f̄(y0) = x0. Then a lift

f : Y → X̂ of f̄ is simply a choice of a point x̂0 in the fiber above x0. Thus,

Given a path ℘(t) in X beginning at x0 and a choice of preimage x̂0 there is a unique

lifted path ℘̂(t) in X̂ which lifts ℘(t), that is, such that p(℘̂(t)) = ℘(t).

Moreover, this lifting property is nicely compatible with our composition of paths.

Suppose ℘1 is a continuous path from x0 to x1 and ℘2 is a continuous path from x1 to x2.

Choose a lift x̂0 of x0. Then there is a unique lift ℘̂1 of ℘1 with initial point x̂0. Now,

the endpoint x̂1 := ℘̂1(1) provides a lift of ℘1(1) = ℘2(0) = x1. Using this lift we have a

unique lifting ℘̂2 of ℘2, and it should be clear that:

℘̂1 ⋆ ℘̂2 is the unique lift of ℘1 ⋆ ℘2 with initial point x̂0.

In general, we have the following definition:

Definition: A connection on a fibration p : E → B is a rule for lifting paths on B to paths

on E which is consistent with composition of paths. That is: Given a path ℘ : [0, 1] → B

connecting b0 to b1, and a preimage e0 ∈ p−1(b0), a connection assigns a unique path

P(℘) : [0, 1]→ E such that

1. P(℘)(0) = e0.

2. p(P(℘)(t)) = ℘(t).

3. P(℘1 ⋆ ℘2) = P(℘1) ⋆ P(℘2) where the initial point of P(℘2) is the endpoint of P(℘1).

The lifted path P(℘) is sometimes called the parallel transport. What we have proven

above is that for a covering space there is a unique connection compatible with p, namely

P(℘) = ℘̂. For more general fibrations there can be (infinitely) many connections.

In general, if ℘ is a closed path from b0 to b0 in B the lifted path P(℘) is not a closed

path. That is

P(℘)(1) 6= e0 (13.40)

When this happens the connection is said to have monodromy around the path ℘ and the

map of the fiber e0 → P(℘)(1) is the monodromy map of the connection associated with

the path ℘.
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Figure 103: Lifting a path on R for the trivial bundle.

13.5.1 Interlude: Ordinary differential equations

People often associate gauge fields with connections. Indeed, the gauge fields of physics

provide local data that give path lifting rules through differential equations.

Example 1: The most elementary example is obtained by taking B = R and E = R×Cn,

with p : E → B simply being projection onto the first factor, i.e. p(x,~v) = x. Now, given

a path ℘ in B given by x(t), 0 ≤ t ≤ 1 we can define a path-lifting rule, i.e., a connection,

by choosing a function of x valued in n × n complex matrices. Let us call it A(x). Then

the path-lifting rule is

1. If ℘ is a path from ℘ : x0  x1, choose an element of the fiber e0 = (x0, ~v0) above

the initial point.

2. Then, solve the ordinary differential equation, with boundary condition provided by

the lift e0 of the initial point:

d

dt
~v(t) = A(x(t))

dx

dt
~v(t) ~v(0) = ~v0. (13.41)

The rule for the lifted path (determined by the choice A(x)) is then

P(℘)(t) := (x(t), ~v(t)) (13.42)

See Figure 103.

The reason that this rule is indeed compatible with composition of paths is that the

equation (13.41) is invariant under reparametrization t → f(t) of the time t, so long as

f(t) is differentiable and f ′(t) > 0. Using this fact and the existence and uniqueness of

solutions to first order linear ODE’s we have

P(℘1 ⋆ ℘2) = P(℘1) ⋆ P(℘2) (13.43)

Remarks
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1. We assume here that ℘ is a piecewise-differentiable path, i.e. x(t) is a continuous

function which is differentiable on intervals. (But the derivative can be discontinuous

at isolated points.)

2. We assume that A(x) is nonsingular on the path.

3. Note that since the differential equation is invariant under complex conjugation, if

A(x) is real then if ~v0 is real the solution ~v(t) will be real.

The path ordered exponential

As a matter of fact, one can write an “explicit” solution of the differential equation

(13.41) and this representation can be useful. The solution is can be written as follows.

Define an n× n complex matrix:

U(℘t) := 1+

∫ t

0
A(x(t1))ẋ(t1)dt1+

∞∑

m=2

∫ t

0
dt1

∫ t1

0
dt2 · · ·

∫ tm−1

0
dtmA(x(t1))ẋ1 · · ·A(x(tm))ẋm

(13.44)

then we have

~v(t) = U(℘t)~v0. (13.45)

To prove this, note that by explicit differentiation

d

dt
U(℘t) = A(x(t))ẋ(t)U(℘t) (13.46)

and note that U(℘0) = 1.

Remarks

1. U(℘t) is an operator, independent of the choice of lift ~v0 of the initial point.

2. Matrix multiplication of U(℘) is contravariant with respect to composition of paths:

U(℘1 ⋆ ℘2) = U(℘2)U(℘1) (13.47)

3. For the piecewise continuous path ℘t ⋆ ℘̄t it is clear that the parallel transport takes

(x0, ~v0)→ (x0, ~v0). Therefore U(℘t ⋆℘̄t) = 1n×n. It follows that U(℘t) is an invertible

matrix.

4. U(℘t) is invariant under reparametrizations of the path x(t) by t → f(t) where

f ′(t) > 0. It therefore makes sense to write

U(℘t) = 1 +

∫ x(t)

x0

A(x1)dx1 +
∞∑

m=2

∫ x(t)

x0

A(x1)dx1

∫ x1

x0

dx2 · · ·
∫ xm−1

x0

A(xm)dxm

(13.48)

This expression has a further useful representation by introducing the (left) time

ordered product of matrices defined by

Tℓ (A(x(t1)), . . . , A(x(tm))) := A(x(tσ(1))) · · ·A(x(tσ(m))) (13.49)
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where σ ∈ Sm is a permutation such that

tσ(1) ≥ · · · ≥ tσ(m) (13.50)

Note that if all the times are distinct then the permutation is unique. If some times

coincide then σ is not uniquely determined, but any two permutations lead to the

same RHS for (13.49). Using this notation we can write:

U(℘t) = 1 +

∞∑

m=1

1

m!

∫ t

0
dt1ẋ1 · · ·

∫ t

0
dtmẋmTℓ[A(x(t1)), · · · , A(x(tm))] (13.51)

which motivates the notation

U(℘t) := Pexp

∫ t

0
dt1ẋ1A(x(t1)) (13.52)

5. Warning: Do not confuse the path-ordered exponential with the ordinary exponen-

tial:

exp

∫ t

0
dt1ẋ1A(x(t1)) (13.53)

If A(x) is a family of commuting matrices then the exponential and the path-ordered

exponential will be the same. In general they are different.

6. If one reversed the order of all the inequalities in (13.50) then (13.49) would define

the (right) time-ordered product and the multiplication rule would be covariant. This

is the matrix we would apply to the differential equation

d

dt
~v(t) = ~v(t)A(x(t))

dx

dt
~v(0) = ~v0. (13.54)

where ~v(t) is a row vector.

Now we are not going to see interesting monodromy around closed paths in the above

example, because π1(R, x0) = 0, but a small modification of the above example produces

interesting examples.

Example 2: We now take B = S1 which we regard as both the unit circle in the complex

plane and the quotient R/Z given by identifying x ∼ x+ 1. Now we take

E = S1 × Cn (13.55)

and the projection p is simply projection onto the first factor: p(z,~v) = z. Now let A(x)

be a matrix-valued function as before but now impose the condition that it be periodic:

A(x + 1) = A(x). Consider a path ℘ on S1 with ℘(0) = z0. The fiber above z0 is the

set of points (z0, ~v) where ~v ∈ Cn. As always, to lift the path ℘ to a path P(℘) in E

we must choose a lift e0 = (z0, ~v0) of the initial point of the path. Now, to write the

differential equation we also lift the path z(t) by choosing some initial point x0 so that

z(t) = exp[2πix(t)], with x(0) = x0. Of course, if ℘ is a closed path so that z(1) = z0 then
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x(t) need not be closed, but rather x(1) = x0 + n, where n is the winding number of ℘.

Now we consider exactly the same differential equation (13.41), and we produce a family

(x(t), ~v(t)). It now makes sense to pass from x(t) to z(t) precisely because A(x) is periodic

in x, so now the lifted path is:

P(℘)(t) = (z(t), ~v(t)) (13.56)

Even though z(1) = z(0) = z0 and A(x(1)) = A(x0 + n) = A(x(0)) are single-valued,

there is no reason for ~v(t) to be single valued. Rather, the monodromy of the connection

determined by A around the path ℘ can be thought of as an invertible linear transformation

~v0 → U(℘)~v0. (13.57)

To be more explicit, let us take n = 2 and ℘ given by simple path with winding number

1. Say, for simplicity, it has lift x(t) = t. Suppose moreover that

A = θ

(
0 1

−1 0

)
(13.58)

is constant in x. Then the differential equation (13.41) is easily solved to give

~v(t) =

(
cos(θt) sin(θt)

− sin(θt) cos(θt)

)
~v0 (13.59)

where ~v0 ∈ R2. Clearly, ~v(1) is not ~v0, in general.

Remark: Note that since A(x) is invariant under x → x + 1 it would make sense

to define Ã(z) as A(x) for any x such that z = exp[2πix]. However, this is not the most

convenient definition if we want the differential equation (13.41) to look the same in terms

of z. Rather, if we define Ã(z) so that Ã(z)dz = A(x)dx, that is, so that

Ã(z) :=
1

2πi
e−2πixA(x) (13.60)

then the equation (13.41) is equivalent to

d

dt
~v(t) = Ã(z(t))

dz

dt
~v(t) ~v(0) = ~v0. (13.61)

That is, A should transform under change of coordinates as a 1-form.

Example 3: Let B be an open path-connected domain in C. For example, B might be

C−{z1, . . . , zm}, i.e., C with some set of points deleted. We can also view it as the extended

complex plane with the point at infinity also deleted: B = CP1−{z1, . . . , zm,∞}. Thus it
is most definitely not simply connected for m ≥ 1. Again let E = B×Cn for some positive

integer n. A path in B can be represented by z(t). Our path lifting rule will be similar to

Example 1: Choose a pair of n × n matrix-valued functions on B, call it (Az, Az̄) where
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Figure 104: Illustrating the argument that for a flat connection on a domain in C the parallel

transport only depends on the homotopy class of the curve with fixed endpoints. Using the ho-

motopy, divide the region between the two curves into small regions by dividing the domain of

the homotopy into sufficiently small squares. Then the monodromy around each small square is

computed by the connection and its covariant derivatives: But these are all zero.

each matrix in the pair is a single-valued and nonsingular function of (z, z̄). 77 Then the

lifted path will be (z(t), ~v(t)) where the differential equation is now:

d

dt
~v(t) +

(
Az(z(t), z̄(t))

dz

dt
+Az̄(z(t), z̄(t))

dz̄

dt

)
~v(t) = 0 ~v(0) = ~v0. (13.62)

We can again “solve” the differential equation with the path-ordered exponential, and

again there will be quite interesting monodromy. Note that we put both terms on the same

side of the equation (thus A is related to the previous examples by a sign flip). This sign

convention turns out to be more useful.

As an example of the monodromy let us consider a small loop based at z0, written as

z(t) = z0 + ǫ(t), where for fixed t, the complex number ǫ(t) will be taken to be small. In

particular, the loop will be homotopically trivial, so there is a small disk D with basepoint

z0 such that ∂D is the image of ℘. Then the leading nontrivial contribution to U(℘) will

be appear at order O(ǫ2) and one can show that

U(℘) = 1 + αFzz̄(z0, z̄0) +O(ǫ3) (13.63)

where

α =

∫ 1

0
dtǫ̇(t)ǭ(t) (13.64)

is ((2i) times) the Euclidean area enclosed by the small loop at z0 and

Fzz̄ := ∂zAz̄ − ∂z̄Az + [Az, Az̄ ] (13.65)

One way to see that α is proportional to the area enclosed by the loop is is to write

α =

∮

℘
dǫǭ =

∫

D
dǫ ∧ dǭ (13.66)

77We are not assuming any relation between the complex conjugate (Az)
∗ and Az̄.
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and the latter integral is 2i times the Euclidean area enclosed by the loop. One can show

that in the full expansion of (13.63) in powers of ǫ(t) all the terms involve products of Fzz̄
and its (covariant) derivatives.

The expression Fzz̄ is known as the curvature of the connection. It is more properly

regarded as a locally matrix valued 2-form F = Fzz̄dz ∧ dz̄.
A particularly important class of connections are the flat connections, defined to be

the connections with zero curvature. In this case, given a flat connection, the monodromy

matrix U(℘) for a closed path only depends on the homotopy class of ℘ in B. This is easy

to show using (13.63) and the path composition property. From (13.63) the monodromy

around a small loop must be trivial. But now if F (t; s) is a homotopy from the closed

loop ℘1(s) to ℘2(s) then we can divide up the square I2 into many small squares, and the

monodromy around each of these must be trivial, therefore, the monodromy around the

full square must be trivial. Therefore U(℘1 ⋆ ℘̄2) = 1 and hence U(℘1) = U(℘2).

In the special case that Az̄ = 0 and Az is a holomorphic function of z the property that

U(℘) only depends on the homotopy class can be seen more directly from the path-ordered

exponential:

U(℘t) = 1 +

∫ z(t)

z0

A(z1)dz1 +
∞∑

n=2

∫ z(t)

z0

dz1

∫ z1

z0

dz2 · · ·
∫ zn−1

z0

dznA(z1) · · ·A(zn) (13.67)

and now the assertion follows from Cauchy’s theorem. Here dzi is short for ż(ti)dti etc.

Remark: Many standard second order differential equations of mathematical physics

can be understood of special cases of (13.62) in the holomorphic case. To make the con-

nection note that the ODE

d2

dx2
ψ + p(x)

d

dx
ψ + q(x)ψ = 0 (13.68)

can be written as in equation (13.62) where

Az =

(
0 1

−q(z) p(z)

)
Az̄ = 0 (13.69)

where we assume that we can choose t = x locally and q(x) and p(x) can be continued from

some open domain in the real axis to analytic functions on some domain in the complex

plane. Examples where this is the case include

1. Schrödinger equation :

p = 0 q =
2m

~2
(V (z)− E) (13.70)

(This assumes the potential energy V (x) has an analytic extension to some domain

in C.)

2. Bessel equation

p(z) =
1

z
q(z) = 1− ν2

z2
(13.71)
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3. Gauss hypergeometric equation

p(z) =
c− (1 + a+ b)z

z(1− z) q(z) =
−ab

z(1− z) (13.72)

4. confluent hypergeometric equation

p(z) =
c− z
z

q(z) =
−a
z

(13.73)

5. Legendre equation

p(z) =
−2z
1− z2 q(z) =

ν(ν + 1)

1− z2 (13.74)

Figure 105: When ǫ1 and ǫ2 are small the entire contribution to the monodromy comes from the

curvature of the connection, and the leading term is determined by the area of the loop times the

curvature element in the plane spanned by the loop (in the tangent space) at ~x0.

Example 4: Now take B to be an open domain in Rm for any m > 0 and E = B × CN ,

where m and N are in general completely unrelated. Choose coordinates xµ, µ = 1, . . . ,m

on CN and let Aµ(x) be a collection of m complex N ×N matrix-valued functions on B.

We assume they are single-valued and nonsingular. In close analogy to the above examples,

this data suffices to define a connection on the fibration p : E → B given by projection on

the first factor: Suppose ℘ : [0, 1] → B is a (piecewise differentiable) path in B from ~x0
to ~x1. Then we choose a lift (~x0, ~v0) ∈ E in the fiber above ~x0 and solve the differential

equation
d

dt
~v(t) +Aµ(~x(t))

dxµ(t)

dt
~v(t) = 0 ~v(0) = ~v0 (13.75)

and P(℘)(t) = (~x(t), ~v(t)) is the lift. In general there will be interesting monodromy,

already for small homotopically trivial paths near any point ~x0. The expressions are simple

generalizations of (13.63) and (13.65). Indeed, any infinitesimal curve can be thought of as

sitting in some plane passing through ~x0 and then it is simply a matter of changing back
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from complex to real coordinates. Alternatively, we can consider a small path given by a

composition of four open paths going around a square in the xµ − xν plane:

℘1(t) = ~x0 + ǫ1(t)~eµ

℘2(t) = (~x0 + ǫ1~eµ) + ǫ2(t)~eν

℘3(t) = (~x0 + ǫ2~eν) + ǫ1(1− t)~eµ
℘4(t) = ~x0 ++ǫ2(1− t)~eν

(13.76)

and then ℘ = ℘1 ⋆ ℘2 ⋆ ℘3 ⋆ ℘4. Here ~eµ is a unit vector pointing in the xµ direction and

ǫi := ǫi(t = 1). See Figure 105. A simple computation shows that (13.63) and (13.65) are

generalized to

U(℘) = 1− ǫ1ǫ2Fµν(~x0) + · · · (13.77)

Fµν := ∂µAν − ∂νAµ + [Aµ, Aν ] (13.78)

and the higher order terms in (13.77) are all of order ǫa1ǫ
b
2 with a > 0 and b > 0 and

a+ b > 2.

Remark: It can be shown that the coefficients of the higher order terms in (13.77) are

polynomials in Fµν and its covariant derivatives in the µ and ν direction. In general, the

covariant derivative of any matrix-valued function Φ(x) in the λ direction is

DλΦ := ∂λΦ+ [Aλ,Φ] (13.79)

Exercise

Solve (13.62) for B = C∗, N = 1, and Az = µ
z and Az̄ = 0, where µ is a complex

number. Compute the monodromy of this connection around some simple closed curves in

B.

Exercise

Let x(t) = 3t and suppose that

A(x) =





−ασ3 0 ≤ x ≤ 1

βσ1 1 ≤ x ≤ 2

ασ3 2 ≤ x ≤ 3

(13.80)

where α and β are complex numbers.

Evaluate the path-ordered exponential and the exponential of the integral

exp[

∫ 1

0
A(x(t))ẋ(t)dt] (13.81)
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and compare the answers.

Exercise

Give a careful derivation of equations (13.63),(13.65), (13.77), and (13.78).

Exercise

Show that if the matrices Aµ(x) are anti-hermitian, i.e. (Aµ(x))
† = −Aµ(x) then

Pexp

∫ t

0
Aµ(x(t1))

dxµ

dt1
dt1 (13.82)

is unitary.

Exercise Gauge transformations

Let A(x) be a matrix-valued n×n complex matrix on R and and x 7→ g(x) a differen-

tiable map from R to GL(n,C). Define a new matrix-valued function Ã(x) by

A(x) = g(x)−1Ã(x)g(x) + g(x)−1 d

dx
g(x) (13.83)

a.) Show that

d+ Ã = g(x)(d +A)g(x)−1 (13.84)

where d = dxµ ∂
∂xµ 1N×N is a first order differential operator and A = dxµAµ.

b.) Show that, for any piecewise-differentiable path x(t) from x0 to x1 we have

Pexp

[
−
∫ 1

0
Ã(x(t))ẋ(t)dt

]
= g(x1)Pexp

[
−
∫ 1

0
A(x(t))ẋ(t)dt

]
g(x0)

−1 (13.85)

c.) Show by direct computation that, if F̃µν is computed from Ãµ then

Fµν(x) = g(x)−1F̃µν(x)g(x) (13.86)

d.) Show that the commutator of matrix-valued first order differential operators gives

the curvature:

[Dµ,Dν ] = Fµν (13.87)

Use this to give another proof of the gauge transformation rule of part (c).

e.) Suppose Φ(x) and Φ̃(x) are matrix valued functions of xµ related by Φ̃(x) =

g(x)Φ(x)g(x)−1 . Show by direct computation that

D̃λΦ̃(x) = g(x)DλΦ(x)g(x)
−1 (13.88)

where D̃λ is the covariant derivative computed with Ãλ.

f.) Show that [Dµ,Φ] = DµΦ. Use this to give another proof of the gauge transforma-

tion rule in (e).
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13.6 Solution of the lifting problem for covering spaces

If p : X̂ → X is a covering then we can give a very satisfying and complete solution to the

lifting problem:

Theorem: Let p̂ : X̂ → X be a covering map. If Y is a path connected space then a map

f̄ : Y → X has a lifting f : Y → X̂ if and only if

f̄∗(π1(Y, y0)) ⊂ p̂∗(π1(X̂, x̂0)) (13.89)

Idea of proof : One direction is trivial: If f̄ has a lifting f then p̂ ◦ f = f̄ and hence

the inclusion (13.89) holds.

The other direction is harder: Suppose we have (13.89). Then we attempt to construct

the lift f by lifting paths. Choose a basepoint y0 ∈ Y and suppose we want to define the

lift at some other point y ∈ Y . Choose a path γ from y0 to y. Then f̄ ◦ γ is a path in X

from x0 = f̄(y0) to x = f̄(y). Now, choose some x̂0 in the fiber over x0. We will define our

lift so that f(y0) = x̂0. Next, using the property that p̂ is a covering map we lift the path

f̄ ◦ γ to a path γ̂ in X̂ with initial point x̂0. We want to define f(y) = γ̂(1). The obvious

potential problem with this definition is that γ̂(1) might very well depend on the choice of

γ. If this were the case then f : Y → X̂ would not be well-defined.

What could go wrong in our definition? Suppose we choose two paths γ1 and γ2
connecting y0 to y. (In general they will not be homotopic.) Then we lift f̄ ◦ γ1 to γ̂1 and

f̄ ◦ γ2 to γ̂2, both beginning at x̂0. It is not completely obvious that they have the same

endpoints. That is, we want to show that γ̂1(1) = γ̂2(1). However, the closed path γ1 ⋆ γ̄2
based at y0 in Y maps to the closed path f̄ ◦ (γ1 ⋆ γ̄2) based at x0 in X and, by (13.89)

we know there is a closed path ρ ∈ Ωx̂0(X̂) such that p ◦ ρ is homotopic to f̄ ◦ (γ1 ⋆ γ̄2).
That homotopy has a lift, since the lift of p̂ ◦ ρ is obviously ρ. Therefore, the closed loop

f̄ ◦ (γ1 ⋆ γ̄2) has a lift with no nontrivial monodromy. Put differently, the unique lift of

f̄ ◦ (γ1 ⋆ γ̄2) which is γ̂1 ⋆ ̂̄γ2 must be a closed curve. In particular γ̂1 and γ̂2 must have the

same endpoints in X̂, and hence f : Y → X̂ is well-defined.

The map constructed this way is a lift of f̄ , by construction. With some straightforward

further arguments one can show that f constructed in this way is indeed continuous. ♠

Exercise

Take X = Y = X̂ = S1. Let p : X̂ → X be the n-fold covering p(z) = zn. Which

maps f̄ : S1 → S1 have a lift to X̂ ?

13.7 The universal cover

If X is path connected and p : X̂ → X is a covering map then from (13.39) we know

that p∗ : π1(X̂, x̂0) is an injection into π1(X,x0). In general, the image will be a proper

subgroup. In other words, taking a covering of a space “dilutes” the fundamental group.
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One can in fact dilute the fundamental group to the trivial group. Up to a suitable notion

of equivalence (discussed below) there is a unique such covering space called the universal

covering space of X. We will denote it by X̃.

Theorem Every nice 78 path-connected topological space X has a connected and simply

connected covering space X̃.

Proof : Choose a basepoint x0. We will construct the universal cover out of the path

fibration p : (P(X,x0), α0) → (X,x0), where α0 is the constant path at x0. Recall that

p(α) = α(1), is the endpoint of the path.

We define X̃ by imposing an equivalence relation, denoted ∼U on P(X,x0). We say

that two paths α, β based at x0 are equivalent, α ∼U β if they have the same endpoints

and are homotopy equivalent with fixed endpoints. That is α ∼U β if α(1) = β(1) and

α ∼= β relative to {0, 1}. The universal cover of X is defined to be the set of equivalence

classes under this relation:

X̃ := P(X,x0)/ ∼U (13.90)

We take the compact-open topology on P(X,x0) and the quotient topology on X̃ . If α is

a based path in X then we let U(α) := [α]∼U
denote the equivalence class under ∼U .

Note there is an obvious projection inherited from that of the path fibration:

p̃ : X̃ → X p̃(U(α)) := α(1) (13.91)

Now, one can show that (13.91) is indeed a covering map. This is intuitively clear:

If U(α) ends at a point x = α(1) then a small neighborhood of U(α) in X̃ is made by

concatenating small curves based at x. That is, choose an open neighborhood V of x,

then

{U(α ⋆ η) : η : [0, 1]→ V } (13.92)

forms an open set around U(α). Since we quotient by homotopy equivalence, for small

neighborhoods V this set will be homeomorphic to V . Therefore p̃ is a covering map.

What is the fiber above a point x0? The fiber of the path fibration was the based

loopspace Ωx0(X). Since we mod out by homotopy equivalence to get to X̃, the fiber X̃x0

of X̃ → X above x0 is in 1-1 correspondence with the elements of π1(X,x0). Note that

there is a distinguished point x̃0 = U(α0) ∈ X̃ over x0, corresponding to the homotopy

class of the constant loop. That is, x̃0 is the point in X̃ representing the homotopically

trivial based loops at x0.

What about the fiber over some other point x1 6= x0? Choosing a homotopy class of

paths from x0 → x1 and applying equation (12.5) in Section §12.2 above we see that the

fiber π1(X,x1) above x1 can be put in one-one correspondence with the fiber π0(X,x0),

albeit not in a canonical way.

78See below for a discussion of “nice.”
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Figure 106: In (a) the paths are identified in X̃: [α1] = [α2]. In (b) [α1] and [α2] define two distinct

points on the cover, even though the endpoints are the same, and hence p([α1]) = p([α2]) = x1.

Now we would like to show that X̃ is connected and simply connected. To show that

it is connected consider an arbitrary point x̃ ∈ X̃. Then x̃ = U(α) can be represented by

some path α based at x0. Now we define a path ℘ : [0, 1] → X̃ by ℘(t) = U(αt) where αt
is the based path at x0 defined by s 7→ α(st), 0 ≤ s ≤ 1. The path ℘ connects x̃0 to x̃.

Now we use the LES of a fibration:

0→ π1(X̃, x̃0)→ π1(X,x0)→ π0(F)→ π0(X̃)→ π0(X)→ 0 (13.93)

We have just shown that π0(X̃) consists of a single point. Moreover, we also showed

that π0(F) ∼= π1(X,x0). Since the kernel of π0(X̃) → π0(X) is zero it follows that the

homomorphism π1(X,x0) → π0(F) is an isomorphism and hence π1(X̃, x̃0) = {1} is the

trivial group. ♠

Figure 107: The universal cover of the the figure eight is the Cayley graph for the free group on

two generators.

Examples
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1. The universal cover of S1 is R.

2. The universal cover of Sn is Sn, for n > 1. (Note that although the path space

P(X,x0) is contractible, the universal cover X̃ is in general not contractible, as this

example shows.)

3. The universal cover of RPn is R, for n = 1 and is Sn for n > 1.

4. The universal cover of an n-dimensional torus is Rn.

5. The universal cover of a figure eight (i.e. the wedge of two circles) is shown in Figure

107. The path from e to a is the lift of a path going around one (say, the first) circle

with a certain orientation and the horizontal path in the other direction is the lift

of the path going around the first circle in the other direction. Similarly, the two

vertical segments from e are the lifts of paths around the second circle of winding

number one with opposite orientations.

6. Let us consider the universal covers of surfaces with χ = 0. The universal cover

of a sphere with two boundaries is (i.e. a cylinder) can be taken to be R × [0, 1].

The projection map can be thought of as the projection for the equivalence relation

(x, y) ∼ (x + 1, y). The universal cover of a Mobius strip is also R × [0, 1]: Now

the equivalence relation is (x, y) ∼ (x + 1, 1 − y). The universal cover of T 2 is

R2, as noted above. The universal cover of the Klein bottle is again R2, but now

with the equivalence relation generated by identifying (x, y) ∼ (L − x, y + β) and

(x, y) ∼ (x+ L, y). 79

7. The universal cover of a topological surface with χ < 0 is the upper half-plane. (This

is a nontrivial theorem.)

Figure 108: The Hawaiian Earing does not have a simply connected universal cover.

79Here L and β are positive real numbers. For purposes of topology they can be set to 1 (or any other

positive real number). However, they have significance when we include metrics, and indeed have physical

significance in applications to string theory and orientifolds.
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Remarks

1. We should say more about what we mean by a “nice” path-connected space X.

Technically, it is a “semilocally simply connected space.” Any space you are likely

to meet in a physics problem will satisfy this condition. The technical condition says

that around every point x ∈ X there is a neighborhood U of x so that the inclusion

map ι∗ : π1(U, x) → π1(X,x) is trivial. That is, every based loop at x inside U is

null homotopic. CW complexes and topological manifolds are semi-locally simply

connected. An example of a topological space that does not satisfy this criterion is

the so-called “Hawaiin earing” of Figure 108.

2. Why is it called a universal cover? We claim that if p̂ : X̂ → X is any cover, then

there is also a covering p′ : X̃ → X̂ so that

X̃

p′
��

X̂

p̂
��
X

(13.94)

gives the universal covering with p̃ = p̂ ◦ p′. To prove this we simply note that since

π1(X̃) = 0 we have a unique solution to the lifting problem:

X̂

p̂

��
X̃

p′
??�������� p̃
// X

(13.95)

Because p̃ and p̂ are covering maps and p̃ = p̂ ◦ p′, by restricting to suitable neigh-

borhoods and using the local inverse to p̂ we see that p′ is a local homeomorphism,

so it is also a covering map.

There is a sense in which the universal cover is “unique.” But to make that precise we

need a suitable notion of equivalence of covers. This is provided by

Definition Amorphism of two covering spaces is a map ϕ such that we have a commutative

diagram.

X̂1
ϕ

//

p1
  ❆

❆❆
❆❆

❆❆
❆

X̂2

p2
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦

X

(13.96)

An isomorphism ϕ is a morphism such that there exists a morphism ψ : X̂2 → X̂1 so that

ϕ ◦ ψ and ψ ◦ ϕ are the identity maps.
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Now we can prove uniqueness of the universal cover: If (X̃1, p̃1) and (X̃2, p̃2) are two

candidate universal covers then we have

X̃1

p̃1

��
X̃2

ψ
>>⑦⑦⑦⑦⑦⑦⑦⑦

p̃2 //

p̃2

��

X

=

��
X̃1

ϕ
>>⑦⑦⑦⑦⑦⑦⑦⑦

p̃1 // X
= // X

(13.97)

Look at the outer triangle. By uniqueness of the lifting for covers we see that ψ ◦ϕ = IdX̃1
.

The other direction is similar.

Remark: When we constructed the universal cover we made a choice of basepoint x0 ∈ X.

It is interesting to see how the universal cover depends on this choice, and how that is

compatible with the uniqueness we have just explained. Suppose we made another choice

of basepoint x′0 ∈ X. Choose a path γ from x0 to x′0. Then there is a map

Φγ : P(X,x′0)→ P(X,x0) (13.98)

given by

Φγ : α 7→ γ ⋆ α (13.99)

Note that p ◦ Φγ = p′ since α and γ ⋆ α have the same endpoint. Moreover, this map

descends to a continuous map

ϕγ : P(X,x′0)/ ∼U→ P(X,x0)/ ∼U (13.100)

defined by

ϕγ(U(α)) = U(γ ⋆ α). (13.101)

Note, in particular, that this map only depends on the homotopy class of γ (with fixed

endpoints), so we can write ϕ[γ]. Moreover, it is clear that ϕ[γ̄] is a left and right inverse

to ϕ[γ]. Therefore, ϕ[γ] is an isomorphism of covers.

More generally, if γ1 is a path from x0 to x′0 and γ2 is a path from x′0 → x′′0 then

ϕ[γ1⋆γ2] = ϕ[γ1] ◦ ϕ[γ2] (13.102)

Therefore, if γ1, γ2 are two paths from x0 to x′0 then in general ϕ[γ1] will be different from

ϕ[γ2] if the homotopy classes [γ1] and [γ2] are different. Indeed

ϕ[γ1] ◦ (ϕ[γ2])
−1 = ϕ[γ1⋆γ̄2] = ϕ[ρ] (13.103)

where ρ is the based loop γ1 ⋆ γ̄2 at x0. This is the automorphism of X̃ defined by

U(α)→ U(ρ ⋆ α). (13.104)
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We will return to this formula. 80

Some sources:

Armstrong,

Massey, Algebraic Topology: An Introduction

Munkres,

A. Hatcher, Algebraic Topology

Exercise

Consider the the covering p̂ : S1 → S1 given by p̂(z) = zn for a nonzero integer n.

Show that the map p′ in equation (13.94) is given by

p′(x) = e2πix/n (13.105)

Exercise

We noted above that the universal cover of the Klein bottle is R2. Show that there is

an intermediate cover (13.94) where X̂ is the torus, and p̂ is a double cover.

13.8 The Galois correspondence between covers of X and subgroups of π1(X)

There is a very beautiful geometric analog of the Galois correspondence in the subject of

field theory (“field theory” in the sense of abstract algebra, not physics).

Theorem Let X be a path connected space with a universal cover. There is a 1-1 corre-

spondence between (isomorphism classes of) path-connected covers of X and (isomorphism

classes of) subgroups of π1(X).

Proof : Choose a basepoint x0 ∈ X. This pins down a definite group, namely, π1(X,x0)

in the isomorphism class π1(X). Then the Galois correspondence is a 1-1 correspondence

between isomorphism classes of covers and conjugacy classes of subgroups of π1(X,x0).

One direction is fairly easy: Given a cover p̂ : X̂ → X choose a basepoint x̂0 in the

fiber over x0 and define

H := p̂∗
(
π1(X̂, x̂0)

)
⊂ π1(X,x0) (13.106)

This gives a definite subgroup H, but it depended on a choice of x̂0 in the covering space.

What happens if we make another choice x̂′0? Since, by assumption, X̂ is path connected

80A sophisticated way to say all this is the following: The universal covers of a connected space form

a groupoid, and there is an equivalence of categories between the fundamental groupoid of X and the

groupoid of universal covers.
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there is a path ζ in X̂ from x̂0 to x̂′0. Now recall the discussion of equation (12.5). We

have an isomorphism

ψζ : π1(X̂, x̂0)→ π1(X̂, x̂
′
0) (13.107)

given by

ψζ : [α̂] 7→ [ζ̄ ⋆ α̂ ⋆ ζ] (13.108)

where α̂ is a loop in X̂ based at x̂0. Now note that p̂(ζ) is a closed path in X based at x0.

It follows that

H ′ := p̂∗
(
π1(X̂, x̂

′
0)
)
⊂ π1(X,x0) (13.109)

is related to H by conjugation:

H ′ = g−1
0 Hg0 (13.110)

where g0 = [p̂(ζ)] is a homotopy class in X based at x0.

Figure 109: A loop in XH based at [α0]H defines a map β(t; s) from the square into X .

The other direction takes more work. Suppose now we are given a specific subgroup

H ⊂ π1(X,x0). We need to produce a corresponding cover. We will do this by taking a

quotient of the universal cover by an equivalence relation ∼H . We say that U(α1) ∼H U(α2)

if they have the same endpoints, and if the homotopy class of the closed path α1 ⋆ ᾱ2 in X

based at x0 is in H.

Notice this condition makes sense as an equivalence relation on the path space, and

we could have simply defined ∼H that way. From that point of view, the universal cover

is just given by the equivalence relation ∼H where H is the trivial subgroup. Now for ∼H
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we are considering some paths in Figure 106(b) to be equivalent points, even though they

were inequivalent in X̃. Let us denote the equivalence class [U(α)]∼H
simply [α]H .

Now we define

XH := X̃/ ∼H (13.111)

and pH([α]H ) = α(1) is again the endpoint of any representative path α in X. It is not

difficult (but tedious) to show that pH is a covering map.

We claim that

(pH)∗(π1(XH , [α0]H)) = H. (13.112)

Let us first show that the LHS of this equation is even a subgroup of H. Consider a

loop in XH based at [α0]H . We can represent it by a loop t 7→ [β(t)]H , 0 ≤ t ≤ 1.

This is a loop of paths, so there is a single function β(t; s) such that the path at fixed

t is s 7→ β(t; s), 0 ≤ s ≤ 1. The path at fixed t is not necessarily a closed path in X.

However, β(t; 0) = x0 since we constructed XH using paths beginning at x0. Moreover,

t 7→ pH([β(t)]H ) = β(t; 1) := β̄(t) must be a closed path in X based at x0, and hence and

β(1; 1) = β(0; 1) = x0. See Figure 109. In this figure s 7→ γ0(s) and s 7→ γ1(s) are based

loops in X at x0 and must represent the basedpoint [α0]H . That is, they are based loops

at X whose homotopy class is in H. It then follows from Figure 109 that the closed loop

β̄ in X has homotopy class

[β̄] = [γ̄0 ⋆ γ1] = [γ0]
−1 · [γ1] ∈ H (13.113)

Thus (pH)∗ indeed maps π1(XH , [α0]H) into H. It is of course a homomorphism. Since pH
is a covering map we know that (pH)∗ is injective. Here is an explicit argument that it is

injective: It follows from (13.113) that if [β̄] = 1 then it can be homotoped to the constant

map at x0. When this is done the paths s 7→ βt(s) are closed loops in X based at x0
and Figure 109 is just a homotopy between γ0 and γ1 and in particular [γ0] = [βt] = [γ1].

Therefore the loop t 7→ [βt]H is just the constant map [α0]H .

Finally, we need to show that (pH)∗ is surjective. Suppose that h ∈ H is represented

by a closed path α based at x0. Then we let ℘α be the closed path in XH given by

℘α(t) = [αt]H where αt : [0, 1] → X is the open path defined by αt(s) := α(ts), 0 ≤ s ≤ 1.

By construction pH([αt]H) = α(t). Therefore

(pH)∗([℘α]) = [α] = h. (13.114)

♠

Remark: Note that in this classification of coverings it is crucial that we assume X̂ is

path connected. If D is any set with discrete topology then, rather trivially, X̂ = X ×D,

with p being the projection on the first factor, is a covering. In general D has nothing to

do with π1(X) or any of its subgroups. But such coverings are disconnected.

Example Let us construct the connected covers of X = S1. We know that π1(S
1, 1) ∼= Z.

The subgroups H of Z are NZ where we can take N to be a positive integer. Then the

– 241 –



corresponding cover pH : XH → X is XH = S1 with pH(z) = zN . We have already

encountered these covers. Now we know that this exhausts all the connected covers.

Exercise

Consider p : S1 → S1 defined by p(z) = z−N where N is a positive integer. Show that

this is one of the covers described above.

13.8.1 Galois correspondence and normal subgroups

Now let us return to the morphisms between covers and consider the automorphisms or

self-isomorphisms of a cover p̂ : X̂ → X. These are homeomorphisms ϕ : X̂ → X̂ such that

the diagram

X̂
ϕ

//

p̂ ��❅
❅❅

❅❅
❅❅

❅ X̂

p̂��⑦⑦
⑦⑦
⑦⑦
⑦⑦

X

(13.115)

commutes. The automorphisms of a cover form a group, known as the covering group

or the group of Deck transformations. We denote it by D(X̂, p̂). Often the projection is

understood and we just write D(X̂).

Theorem Suppose H ⊂ π1(X,x0) is a subgroup and pH : XH → X is the corresponding

cover constructed in (13.111). Then

D(XH , pH) ∼= N(H)/H (13.116)

where N(H) is the normalizer of H in π1(X,x0).

Proof : Suppose g0 ∈ N(H). Choose a representative loop γ based at x0 so g0 = [γ]. Then

there is a continuous map

Φγ : P(X,x0)→ P(X,x0) (13.117)

given by

Φγ : α 7→ γ ⋆ α (13.118)

If g0 ∈ N(H) this map descends to

ϕ[γ] : [α]H 7→ [γ ⋆ α]H (13.119)

If g0 /∈ N(H) then ϕ[γ] might well not be well-defined.

Another way to see that g0 in fact must be in the normalizer of H is the following:

Note that ϕ[γ] maps the basepoint [α0]H of XH to some other point [γ]H in the fiber of pH
over x0. Now recall the discussion of how a change of basepoint x̂0 conjugates the image

group under p̂∗. In particular, [γt]H is a path between [α0]H and [γ]H and p◦ϕ = p implies

that

H = g−1
0 Hg0 (13.120)
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Thus we have a map, in fact a homomorphism, Ψ : N(H)→ D(XH),

Ψ : [γ] 7→ ϕ[γ]. (13.121)

It should be clear that the kernel of Ψ is exactly H.

Now we need to see that Ψ is in fact surjective. Suppose ϕ : XH → XH is a Deck

transformation. Then it maps the basepoint [α0]H of XH to some other point in the fiber

above x0, that is:

ϕ ([α0]H) = [γ]H (13.122)

where γ is some closed loop in X based at x0. In general the element [γ] ∈ π1(X,x0) need
not be in H.

Now, for any α ∈ P(X,x0) we have

pH (ϕ ([αt]H)) = pH([αt]H) (13.123)

since pH ◦ ϕ = pH . As usual αt : s 7→ α(ts). But this means that t 7→ ϕ ([αt]H) is a lift

of α(t). But the basepoint of the lift is ϕ([α0]H) = [γ]H . Therefore, by uniqueness of the

path lifting:

ϕ ([αt]H) = [γ ⋆ α]H (13.124)

Therefore ϕ = ϕ[γ] and hence Ψ is surjective. Thus we have

1→ H → N(H)
Ψ→ D(XH)→ 1 (13.125)

thus completing the proof. ♠

In particular, ifH is a normal subgroup thenN(H) = π1(X,x0) and hence the covering

group for XH is the quotient group π1(X,x0)/H. For the case of the universal cover

H = {1} is the trivial subgroup and therefore D(X̃) = π1(X,x0). The fact that the fiber

F is itself a group leads to an important new idea, described in the next section.

Example Let us return to the example ofX = S1 with the inclusionH ⊂ π1(X) isomorphic

to NZ ⊂ Z, where we can take N to be a positive integer. Then the corresponding cover

pH : XH → X is XH = S1 with pH(z) = zN . Now, π1 is abelian so N(H) = π1, so the

group of Deck transformations of XH is isomorphic to Z/NZ. Indeed, if ω is an N th root

of unity then φω : XH → XH given by φω(z) = ωz is a Deck transformation.

Remarks:

1. There is a deep analogy between the theory of covering spaces and Galois theory of

field extensions in number theory. If we have a polynomial equation with integer

coefficients

anx
n + · · ·+ a1x+ a0 = 0 (13.126)

then we can define a field extension F of Q by adjoining the complex roots. The

group of Deck transformations, which permutes the sheets, is analogous to the Galois
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group, which permutes the roots. We should think of Q as analogous to the field

of functions on X and F as analogous to the field of functions on X̂. Note that

there are certainly “more” functions on X̂ since any function on X pulls back to a

function on X̂, but there might be some functions on X̂ not of this form. The analog

of the universal cover is the field Q of all algebraic numbers. The different subfields

of F covering Q are analogous to the other covering spaces intermediate between the

universal cover and Q.

Exercise

Show that if g0 ∈ N(H) then equation (13.119) is indeed well-defined. 81

13.9 Coverings and principal bundles with discrete structure group

We now present a different viewpoint about the universal cover and the associated coverings

XH . This viewpoint makes use of the ideas of group actions and principal bundles.

LetX be a path-connected topological space with a universal cover. Choose a basepoint

x0 ∈ X and a corresponding universal cover as constructed above. We have seen that the

group of Deck transformation D(X̃) is isomorphic to π1(X,x0). Moreover, if g ∈ π1(X,x0)
and g is represented by g = [γ] then the corresponding Deck transformation is

ϕ[γ] : U(α) 7→ U(γ ⋆ α) (13.127)

Now, an easy computation shows that

ϕ[γ1] ◦ ϕ[γ2] = ϕ[γ1]·[γ2] (13.128)

Thus, the action of the group of Deck transformations on X̃ is a (left) group action of

π1(X,x0) on X̃ .

We can also form a right group action of π1(X,x0) on X̃ by using ϕ[γ̄], and this will

be a little more convenient so, for g = [γ] ∈ π1(X,x0) we define:

x̃ · g := ϕ[γ̄](x̃) (13.129)

Thanks to the definition of a covering space this action is properly discontinuous and hence

the universal cover of X is a principal Γ bundle over X with Γ = π1(X,x0).

Examples Let us go through our previous list of examples of universal covers from

this viewpoint:

81Answer : The map is potentially ill-defined because [ρ ⋆ α]H = [α]H where ρ is a closed loop based at

x0 with [ρ] ∈ H . So we must show that [γ ⋆ ρ ⋆ α]H = [γ ⋆ α]H . But this is true iff the homotopy class in X

of the based loop γ ⋆ ρ ⋆ α ⋆ ᾱ ⋆ γ̄ is in H . But this is homotopic to γ ⋆ ρ ⋆ γ̄. Since this must hold for every

ρ with [ρ] ∈ H it follows that [γ] must be in the normalizer of H in π1(X,x0).
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1. The universal cover of B = S1 is P = R with structure group Z and action x · n :=

x+ n.

2. For n > 1 the universal cover of B = RPn is P = Sn with structure group Z2 and

action ~x · σ = −~x.

3. The universal cover of an n-dimensional torus B = T n is Rn with structure group Zn

and action ~x · ~n := ~x+ ~n.

4. The universal cover of a figure eight (i.e. the wedge of two circles) is shown in Figure

107. The structure group is the free group on two generators g1, g2. The free right

action is defined as follows: g1 moves a vertex to the next vertex one step to the

right, while g−1
1 moves it one step to the left. Similarly g2 moves a vertex to the next

vertex one step up and g2 moves it one step down. The action on the points in the

intervals joining the vertices is similar.

5. The description of the equivalence relation on the universal covers of the surfaces

with χ = 0 in fact generated group actions. The universal cover of a sphere with two

boundaries is (i.e. a cylinder) can be taken to be R× [0, 1]. The projection map can

be thought of as the projection for the equivalence relation (x, y) ∼ (x + 1, y). The

universal cover of a Mobius strip is also R × [0, 1]: Now the equivalence relation is

(x, y) ∼ (x+1, 1−y). The universal cover of T 2 is R2, as noted above. The universal

cover of the Klein bottle is again R2, but now with the equivalence relation generated

by identifying (x, y) ∼ (L− x, y + β) and (x, y) ∼ (x+ L, y).

6. The universal cover of a topological surface with χ < 0 is the upper half-plane. (This

is a nontrivial theorem.)

DISCUSS FUNDAMENTAL GROUP OF THE KLEIN BOTTLE IN DETAIL AS

PRINCIPAL BUNDLE STRUCTURE GROUP.

Now suppose that H ⊂ Γ is a subgroup. Then we can consider the quotient space

X̃/H. This still has a projection to X. It will be a fiber bundle with fiber space Γ/H.

Since Γ and H are discrete groups Γ/H has discrete topology and hence πj(Γ/H) = 0 for

j > 0. Applying the exact homotopy sequence we have

1→ π1(X̃/H, [α0])
p∗→ Γ

∂1→ Γ/H → 1 (13.130)

where, for general H the last map is just a map of pointed sets. Thus we conclude that

π1(X̃/H, [α0]) ∼= H. In particular we can identify

XH
∼= X̃/H (13.131)

Now, in general XH is not a principal bundle, because the fibers Γ/H are homogeneous

spaces, but are not groups.

Now note that there is a well-defined right action of the group N(H) on the set of

left-cosets Γ/H: For n ∈ N(H) and any g ∈ Γ we can define

ϕ(n, gH) := (gn)H (13.132)
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(Check that this is a right action, and that it is only well-defined for n ∈ N(H)!!) Moreover,

if n ∈ H the action is trivial. This gives another way of understanding why the group of

Deck transformations of XH is N(H)/H.

DISCUSS MONODROMY FOR UNIQUE CONNECTION ON PRINCIPAL BUN-

DLES WITH DISCRETE STRUCTURE GROUP. The point is now we get a homomor-

phism π1(X) → Γ. Now write classification of principal Γ bundles. So compare classifica-

tion of coverings and principal bundles with discrete group. They are different things.

13.10 Branched covers and multi-valued functions

Let e be a positive integer. The map p : C∗ → C∗ defined by p(z) = ze is a covering map.

If we write w for the coordinate on the target C∗ and z for the coordinate on the domain

C∗ then we can express the map as

w = ze (13.133)

It is tempting to rewrite this as

z = w1/e (13.134)

but of course the function w1/e is not single-valued on the complex w-plane, although it can

be locally defined as an analytic function. The correct point of view is that w1/e, while not

locally defined, is in fact a perfectly well-defined function, but on a different space related

to the original w-space as a covering space.

This viewpoint leads to a very fruitful way of looking at functions defined implicitly

by algebraic equations. They are often not single-valued, but become so when pulled back

to an appropriate covering space.

Before explaining further let us note that the map p can be extended to a nice holo-

morphic map p : C → C. However, it is now no longer a covering map: There is no

neighborhood U of w = 0 so that p−1(U) is a disjoint union of neighborhoods homeo-

morphic to U . Indeed, for a covering map the fiber above different points always has the

same homotopy type. But for p the fiber above w = 0 consists of the single point z = 0,

while the fiber above any w 6= 0 consists of e distinct points. This map is an example of a

branched covering. The point w = 0 on the base space is called a branch point. The point

z = 0 on the covering space is called a ramification point. The positive integer e is called

the ramification index. When working with branched covers it is common to use the term

unramified covering to mean what we have simply been calling a “covering.”

In general, a branched covering is a map of pairs π : (Y,R)→ (X,B) where R ⊂ Y and

B ⊂ X are of real codimension two. R is called the ramification locus and B is called the

branch locus. The map π : Y −R→ X−B is an unramified covering and if this unramified

covering is an n-fold covering we say the branched covering is an n-fold branched cover. On

the other hand, near any point b ∈ B there is a neighborhood U of b and local coordinates

(x1, . . . , xd−2;w) ∈ Rd−2 ×C, (13.135)

where dimRX = d and w = 0 describes the branch locus B ∩ U . More importantly,

π−1(U) = ∐αŨα is a disjoint union of neighborhoods in Y of points rα ∈ R with local
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coordinates

(x1, . . . , xd−2; ξα) ∈ Rd−2 × C (13.136)

so that the map πα : Ũα → U (where πα is just the restriction of π) is just given by

πα : (x1, . . . , xd−2; ξα)→ (x1, . . . , xd−2; ξ
eα
α ) (13.137)

where eα are positive integers called ramification indices.

In plain English: For any b ∈ B there are several points rα in the preimage of π above

b and near any rα the map π looks like a mapping of unit disks in the complex plane

ξ → w = ξe. Note that for an n-fold covering

∑

α

eα = n (13.138)

The case where exactly one ramification index is e = 2 and all the others are equal to one

is called a simple branch point.

Remarks

1. Branched covers often arise in algebraic geometry. Here we have a holomorphic map

of algebraic varieties π : Y → X which is generically a covering. However, there is

a complex codimension one subvariety R ⊂ Y and B ⊂ X. where the map is not

quite a covering. At generic smooth points we can find local holomorphic coordinates

(ξ, z2, z3, . . . ) near a point on R so that R is given locally by the equation ξ = 0

and local holomorphic coordinates (η, z2, z3, . . . ) near B so that B is given locally

by η = 0, and the map π is just π : ξ → η = ξe. The number e is known as the

ramification index.

2. A useful invariant of a branched cover is expressed in terms of π1. Note that X −B
is in general not simply connected because B has real codimension two. Choose a

basepoint x0 ∈ X − B, and label the preimages in p−1(x0) by x
(1)
0 , . . . , x(n) in some

definite order. Then the lift of closed curves based at x0 defines a homomorphism

π1(X −B,x0)→ Sn called the monodromy representation of the cover.

13.10.1 Example: Hyperelliptic curves

A very rich example, which we will return to later is given by the set of points:

Σ = {(x, y)|y2 = P (x)} ⊂ C2 (13.139)

where P (x) is a polynomial. We will make the very important assumption that all of its

roots are simple, i.e. P ′(ρ) 6= 0 for every root ρ of P .

We claim that π : Σ → C given by π(x, y) = x is a branched cover of degree 2, with

branch locus B equal to the set of roots of P and R = {(ρi, 0)|ρi ∈ B} ⊂ Σ.

If x is not a root of the polynomial then there is a 2 : 1 covering space around some

open neighborhood of x. The covers are distinguished by the two values of y. Now suppose
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ρi is a root.There is a neighborhood Ui around ρi and a 1-1 analytic redefinition of functions

x, y on π−1(Ui) so that the map π becomes the map ξ → η = ξ2.

To see this first let η = P ′(ρi)(x − ρi). This is plainly a 1-1 invertible analytic map!

(We should write ηi, but we do not do so to avoid cluttering the formulae.) Now we have

y2 = η + b2η
2 + · · ·+ bnη

n (13.140)

so η ∼ y2 when η is small. Therefore, for small η we can invert equation (13.140) to

produce a convergent power series

η = y2 + c4y
4 + c6y

6 + · · · (13.141)

Now define ξ(y) as a power series (again convergent):

ξ = y
(
1 + c4y

2 + c6y
4 + · · ·

)1/2
= y + d3y

3 + d5y
5 + · · · (13.142)

The analytic redefinition y → ξ(y) given by (13.142) is the one we seek. Note that

indeed on Σ we have η = ξ2.

It is easy to see how to invert the power series (13.142). Suppose we start again with

(13.140) and now let ξ be one of the two roots of ξ2 = η. Observe that we can solve

(13.140) if

y = ξ
(
1 + b2ξ

2 + b3ξ
4 + · · ·+ bnξ

2n−2
)1/2

(13.143)

Of course, the two roots of (13.140) for a fixed η are given by using (13.143) with the

two roots ±ξ of η = ξ2. Now we can expand the squareroot in (13.143) as a convergent

power series. This defines the analytic coordinate redefinition ξ → y so that the projection

map becomes π : ξ → η = ξ2. Of course (13.143) and (13.142) are inverse power series.

Figure 110: (a.) The monodromy representation describing the covering of Σ − R → C − B.

Around each of the curves γi the monodromy is the nontrivial element of Z2. (b.) Therefore, the

monodromy around a curve surrounding two branch points ρi, ρj is trivial.

If we remove the branch points then we have an unramified covering π : Σ − R →
C − B. If we choose a basepoint x0 ∈ C − B then we can compute the monodromy

representation. We choose a system of simple closed curves surrounding each of the roots

ρi. The monodromy transformation around each one is the permutation of the two sheets.

As opposed to unramified covers, which dilute π1(X,x0), branched covers can create

new elements of π1(E, e0).

NEED TO REALIZE THAT WE HAVE A TORUS.
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13.10.2 Riemann-Hurwitz formula

Riemann-Hurwitz formula

Classify branched covers with specified branch locus.

14. CW Complexes

Most “reasonable” spaces admit triangulations, simplicial decompositions, and cell-decompositions.

Cell decompositions are a little more flexible. Such decompositions can be useful in com-

puting topological invariants involving homotopy, homology, and cohomology.

The basic idea is to build up spaces from elementary building blocks by gluing. One

useful implementation of this idea is the use of CW complexes. 82

Recall that the closed n-disk is defined to be:

Dn := {~x ∈ Rn|~x · ~x ≤ 1} (14.1)

Its interior is

Int(Dn) := {~x ∈ Rn|~x · ~x < 1} (14.2)

For n = 0, we take Int(D0) = D0 = pt. We now define a space homeomorphic to Dn to be

a closed n-cell and a space homeomorphic to Int(Dn) to be an open n-cell.

Definition: Given a Hausdorff topological space X a CW decomposition is a disjoint

decomposition

X = ∐αeα (14.3)

such that

1. Each eα is an open cell of dimension n(α) ≥ 0.

2. To each α is a continuous map

fα : Dn(α) → X (14.4)

such that f maps Int(Dn) homeomorphically to eα.

3. Each x ∈ eα − eα belongs to a cell eβ of strictly lower dimension n(β) < n(α).

Remarks:

1. There are actually cases in which it is important to allow an infinite number of cells,

and the dimension of the cells can be unbounded. In this case there are further

technical conditions for defining a CW complex.

2. Note that eα need not be a closed n-cell because there are identifications on the

boundary of Dn(α).

82We are following Milnor and Stasheff, ch. 6 and Bredon, Topology and Geometry, Ch. IV.8.

– 249 –



3. The name “CW” is unhelpful to any but the most specialized. It is short for “closure-

finite weak,” and was invented by J.H.C. Whitehead in 1949.

Example 1: A cell decomposition of Sn: We think of Sn as the unit sphere in Rn+1. Then

we consider two cells:

e0 = {(0, . . . , 0,−1) ∈ Sn}
en = {(x1, . . . , xn+1) ∈ Sn|xn+1 > −1}

(14.5)

For e0 we take the trivial map f0. For en we take the map

fn : Dn → Sn (14.6)

which maps the interior of Dn to en and maps ∂Dn to the point e0. To be precise

fn : ~x 7→ (x̂ sin(π|~x|), cos(π|~x|)) (14.7)

Example 2: Another cell decomposition of Sn: Now we have two cells in each dimension

up to n. We think of them as subspaces of Sn defined by

ei,+ = {(x1, . . . , xi+1, 0, . . . , 0) ∈ Sn|xi+1 > 0}
ei,− = {(x1, . . . , xi+1, 0, . . . , 0) ∈ Sn|xi+1 < 0}

(14.8)

Now we define

fi,± : Di → Sn (14.9)

by

fi,+(~x) 7→ (x̂ sin(
π

2
|~x|), cos(π

2
|~x|))

fi,−(~x) 7→ (x̂ sin(
π

2
|~x|),− cos(

π

2
|~x|))

(14.10)

The advantage of this decomposition is that it is “equivariant” that is, it is clearly compati-

ble with the transformation x→ −x on Sn taking a point to its antipodal. It is compatible

in the sense that the cells are mapped into each other.

Example 3:A cell decomposition for RPn:

A CW decomposition leads to the important notion of an n-skeleton. We can build up

the space in successive dimensions by attaching cells.

We begin with the “0-skeleton,” X0 this is simply the disjoint union of 0-cells. Then

to get X1 we consider the closure of the union of all the 1-cells and 0-cells. To get Xj we

take the closure of the union of all j-cells with Xj−1. Note that

Xj/Xj−1 =
∨

α:n(α)=j

Sj (14.11)
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is a one-point union of spheres of dimension j, one for each j-dimensional cell.

Now suppose n(α) = j + 1. Then

fα : Dj+1
α → Xj+1 (14.12)

In particular we can restrict fα to the boundary ∂Dj+1
α
∼= Sj to produce a map:

fα : Sj → Xj+1 (14.13)

Now choose any cell eβ with n(β) = j. Then we can consider the composite:

Sj
fα→Xj+1

π→Xj/Xj−1
∼=

∨

γ:n(γ)=j

Sjγ
πβ→Sjβ (14.14)

This composite map is denoted by fα,β. Note that it is just a map of a j-sphere to a

j-sphere. The topology of the space X is large encoded in these maps. It is one of the

reasons why understanding the homotopy of maps of spheres to spheres is important in

topology.

For example, n(α, β) := deg(fα,β) can be used to define a chain complex from which

one can compute the homology and cohomology of the space X.

Exercise

a.) Show that in the cell-decomposition (14.8) et. seq. we have

∂e+j = e+j−1 + e−j−1 (14.15)

∂e−j = −e+j−1 − e−j−1 1 ≤ j ≤ n (14.16)

∂e±0 = 0 (14.17)

where the + means union and the − means union with the opposite orientation.

b.) Check that ∂2 = 0.

Exercise

Let f : S1 → S1 be the n-fold covering defined by f(z) = zn where z is a complex

number of modulus one. Consider the space Mn = D2 ∪f S1. Show that

π1(Mn) = Z/nZ

Exercise

Show that every map f : X → Y is homotopy equivalent to an inclusion! That is, there

always exists a space Ỹ homotopy equivalent to Y so that the composition f : X → Ỹ is

an inclusion map.

– 251 –



14.1 The Euler character

Let Nk be the number of k-cells of a CW decomposition of X. Clearly this is not a

topological invariant: subdivision yields homeomorphic cell complexes.

But – instead we can define:

χ(X) :=
∑

k≥0

(−1)kNk

Examples

1. From our first cell-decomposition of spheres we see that there is one cell in dimension

n and one in dimension 0, and hence

χ = 1 + (−1)n =

{
0 n odd

2 n even
(14.18)

2. From our second cell decomposition of Sn we get

χ = 2− 2 + 2− 2± · · ·+ (−1)n2 =

{
0 n odd

2 n even
(14.19)

3. From our cell decomposition of RPn we similarly get

χ = 1− 1 + 1− 1± · · ·+ (−1)n1 =

{
0 n odd

1 n even
(14.20)

4. From our cell-decomposition of surfaces with boundary we get:

χ = 2− 2g − b− c (14.21)

One can show:

1. The Euler character does not depend on the CW decomposition of X.

2. The Euler characteristic is a homotopy invariant (hence, a homeomorphism invari-

ant), but is not a cobordism invariant: Note that any orientable Riemann surface can be

filled in and is hence cobordant to zero.

15. Bordism and Cobordism

16. Counting solutions of an equation: The degree of a map

Many of the spectacular applications of quantum field theory to topology and geometry

eventually come down to “counting” solutions to nonlinear differential equations defining

holomorphic curves, instantons, monopoles, etc. in field theory. In this section we describe

some very elementary examples of this, as background to the general idea.
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Figure 111: Graph of x2 − t. Counting the number of solutions depends on t.

Suppose we have a function f : Rn → Rn that depends on control parameters t, call it

f(x; t). For example we could take n = 1, t ∈ R and

f(x; t) = x2 − t (16.1)

In general we might want to count the number of solutions to the equation

f(x; t) = 0 (16.2)

Of course, the number of solutions is locally constant in t. Nevertheless, it is not a

topological invariant, and depends on the sign of t. This is illustrated in our simple example

in 111.

Nevertheless, we can get a topological invariant by computing a signed sum.

We will restrict attention to proper maps, so that f−1(K) is compact if K is compact.

Thus the inverse image of a point q ∈ Rn is compact. Moreover we should restrict to

counting solutions

f(p; t) = q (16.3)

to q’s which are regular values of f .

Definition:

a.) A critical point of a map f : Rm → Rn is a point p such that df : TpR
n → TqR

n

has rank smaller than n, that is, it is not surjective.

b.) A critical value of f is the image of a critical point.

c.) A point q ∈ Rn which is not a critical point is a regular value. Put differently, a

regular value of a map f : Rm → Rn is a point q such that df : TpR
m → TqR

n is onto for

each of the preimages. We say f is transverse at q. Warning: A point q for which the set

of inverse images is empty is considered to be a regular value.

An important theorem about critical and regular values is

Sard’s Theorem: If f : Mm → Rn is a smooth map then the set of critical values

has measure zero.

We will not prove this. But we note an immediate and useful corollary:

Theorem: If f :Mm → Sn is smooth and m < n then it is homotopic to the constant

map.
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Proof : By Sard’s theorem there must be a point q ∈ Sn which is not in the image of

f (since any point in the image of f is a critical point). But Sn − {q} can be contracted

to a point. Call this contraction ct Then ct ◦ f is a homotopy to the constant map. ♠

Next note that the preimage of a regular value of a proper map f : Rn → Rn is a finite

set of points. In this case one good answer to how to count solutions to f(p) = q is given

by the following theorem:

Theorem. Let q be a regular value for f . Then the signed sum

∑

p∈f−1(q)

signdet
(∂f i
∂xj

)
|p (16.4)

is independent of the choice of q and is a topological invariant under smooth deformations

of the function f . It is called the degree of f .

Proof : Using the fact that q is a regular value of f there is a neighborhood U around

q so that each p ∈ f−1(q) has a neighborhood where f is a diffeomorphism. Now choose

an n-form α with support in U which integrates to +1. (Such a form is called a “bump

form.”) Now the following integral is then easily evaluated:

deg(f) :=

∫

Rn

f∗(α) =
∑

p∈f−1(q)

signdet
(∂f i
∂xj

)
|p (16.5)

Now, the bump form α represents a generator of Hn
cpt(R

n) ∼= Z. Therefore, any two

choices of α differ by by

α1 − α2 = dη (16.6)

where η is compactly supported. Moreover, any two choices of q also differ by d of a

compactly supported form η. Therefore, since f is proper, f∗(η) is compactly supported

and f∗(α1) − f∗(α2) = df∗(η), we can use Stokes theorem and the value of the integral is

unchanged. ♠

Remarks:

• Note that this theorem is a very special case of Thom’s ideas on bordism: The

oriented bordism class of the inverse image is invariant.

•
We can generalize this to the case where f is transverse to a subspace of Rn.
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Figure 112: Graph of a function f . Counting solutions with signs is invariant.

Figure 113: The graph of the function f is not transverse to the zero section

Figure 114: The relative homology class in the unit interval bundle over S1 does not have well-

defined self-intersection with itself, because the intersection point can move off to the boundary. It

does have well-defined intersection with the zero-section.

16.1 Intersection interpretation

Now look at the graph of f in 111:

Γ(f) = {(x, f(x))} (16.7)

We can regard this as a section of an oriented vector bundle R → R × R → R and ask

about the intersection number with the zero section

Z = {(x, 0)} (16.8)

Note that

deg(f) = 〈Γ(f), Z〉 (16.9)

In topological field theory one generalizes this idea to arbitrary (oriented) vector bun-

dles over oriented manifolds. To do so we requires the theory of the Thom class.

There are two pitfalls to keep in mind:

• It can happen that the zeroes of f are not isolated as in 113. This typically happens

in topological field theory.
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• One must be careful defining intersection numbers in noncompact spaces, or even in

spaces with boundary. A simple example of one of the subtleties is illustrated in 114.

16.2 The degree for proper maps between manifolds

The above discussion generalizes to arbitrary compact oriented manifolds.

Suppose f :M1 →M2 is a map of compact oriented n-manifolds. ThenHn(M1;Z) ∼= Z

and Hn(M2;Z) ∼= Z. Let ω1, ω2 be integral generators. Then the degree of f is defined by:

f∗(ω2) = (degf)ω1 (16.10)

We claim this is the same as:

f∗([M1]) = (degf)[M2] (16.11)

This just follows from Poincare duality. To tie this to the previous discussion choose a

regular value q ∈M2 of f and a ball Bq ⊂M2 such that

f−1(Bq) ⊂ ∪p∈f−1(q)Dp (16.12)

where p are regular points and f is a diffeomorphism from a ball Bp around each p to Bq.

The picture is:

Figure 115: f is a diffeomorphism to Bq on each of the small balls, although it might be orientation

preserving or reversing on each ball.

Now, choose a Poincaré dual α to the point q ∈ M2, η(q → M2). Once again, we can

take it to be a bump form supported in a neighborhood of p and once again its cohomology

class is the class of a generator of Hn(M2;Z) ∼= Z.

Therefore, we have

∫

[M1]
f∗(ω2) =

∑

p∈f−1(q)

∫

[M1]
f∗α =

∑

p∈f−1(q)

signdet(df)|p (16.13)

Note in the last equation that dfp : TpM1 → TpM2 and to define the determinant we

must choose bases. Since M1 and M2 are oriented the sign is in fact unambiguous and

doesn’t depend on which oriented basis we choose.
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16.3 Examples

1. Of course, the winding number f : S1 → S1 is an example. f(θ) = eiψ(θ), then

deg(f) =

∫

S1

f∗(
dψ

2π
)

=

∫
d(logf)

2πi

=

∮
f ′(z)
f(z)

dz

2πi

(16.14)

In the last line we have interpreted S1 ⊂ C as the unit circle and, by Fourier analysis have

decomposed f(z) =
∑
anz

n as an analytic function in a neibhorhood of S1.

2. Suppose we stereographically project S2 → C and consider f : S2 → S2 as a map

C→ C. Then it is easy to show that

deg(f) =
i

2π

∫

C

df ∧ df̄
(1 + |f |2)2 (16.15)

There is another useful way to say this. Consider a map

~n : R2 → S2 (16.16)

subject to a boundary condition

lim
x→∞

~n(x) = ~n0 (16.17)

so that we can regard ~n : S2 → S2.

Now

ω =
1

8π
ǫijkxidxj ∧ dxk|S2 (16.18)

and

deg(~n) =

∫

S2

~n∗(ω)

=

∫

R2

~n∗(ω)

=
1

8π

∫

R2

ǫijkǫαβni∂αn
j∂βn

kdξ1dξ2

(16.19)

is an integer.

Exercise

Write an explicit unit volume form for Sn and therefore write an integral formula for

deg(f). Also write this using stereographic projection Sn → Rn.
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Exercise

Compute the degree of f : x→ −x on Sn

Exercise

Show that every map f : Sn → T n has degree zero.

Exercise

a.) Consider the map f : SU(2) → SU(2) given by f(U) = Uk. Compute the degree

of f .

b.) What happens for f : SU(n)→ SU(n) given by f(U) = Uk?

16.4 Computing πn(S
n)

Figure 116: A map f : Sn → Sn can be homotoped to this form: It is a sum of maps Sn → Sn

which represent the identity map with winding number ±1. The signed sum of these windings is

the degree of the map.

First consider the 0-dimensional sphere. It has two points so π0(S
0) = Z2. Choosing

one of the points as a basepoint we can define πk(S
0) for k > 0. Clearly, πk(S

0) = 0 for

k > 0.

Next:

Theorem For n > 0

πk(S
n, p0) = {0} 0 ≤ k < n

πn(S
n, p0) = Z (16.20)

Sketch of Proof : For a proof see Bott and Tu, pp. 214-215:
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1. First one shows that we can take f to be differentiable.

2. For k < n we use the Corollary of Sard’s theorem, explained above, that any smooth

map f : Sk → Sn is homotopic to the constant map.

2. For k = n some nontrivial arguments are needed. We have already shown that we

map associate to a smooth map f : Sn → Sn its degree.

deg(f) :=

∫

Sn

f∗(ω) (16.21)

where
∫
Sn ω = 1 is the unit volume form. The identity map has winding number 1.

We claim that this gives the required isomorphism. The nontrivial part consists in showing

that, up to homotopy the map is equivalent to a sum (in the sense of homotopy groups) of

maps of winding number ±1 as in 116. This is done in Bott and Tu. ♠

16.5 The degree as a “topological field theory integral”

At this point we can introduce a basic characature of how some topological field theories

lead to interesting topological invariants.

Suppose sa(φ1, . . . , φm) with a = 1, . . . n is a map of real variables (φ1, . . . , φm) ∈ Rm,

which are to be thought of as “zero dimensional fields.” The sa(φ) are to be thought of

as “equations whose solutions we want to count.” For example, in real applications they

might be the equations for self-dual instantons, or magnetic monopoles, or holomorphic

maps.

For each of the “fields” φi we introduce an anticommuting partner ψi and for each of

the equations introduce anticommuting variables χa, a = 1, . . . , n.

Then by doing the fermionic integral and then the bosonic integral one can show that

deg(s) = −( 1√
2π~

)n
∫

R̂n

∏

i

dφidψi
∫

Π(Rn)∗

∏

a

dχae
− 1

2~
sa(φ)sa(φ)+iχa

dsa

dφj
ψj

(16.22)

The integral should be regarded as a “zero-dimensional path integral” and the topo-

logical invariance is nicely explained by a supersymmetry of the action of the form:

Qφi = ψi

Qψi = 0

Qχa = −
i

~
sa

(16.23)

Q is also defined to be odd and it satisfies the Leibniz rule. This defines the action of

Q on any analytic superfield.

17. Overview of the uses of topology in field theory

1. solition sectors

2. classifying phases of matter by order parameters
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3. instanton sectors

4. topological terms in actions

5. framework for a formulation of field theory

6. computation of topological invariants using field theory

17.1 Digression: Physics and the classification of manifolds

18. Solitons and soliton sectors

Sometimes simple energetic considerations impose nontrivial topologies on spaces of fields.

There can then be disconnected components of fieldspace where field configurations in

different components are separated by an “infinite energy barrier.” Here we give a brief

overview of some of the general ideas.

18.1 Soliton sectors

Let us assume spacetime is foliated by equal time slices, so

Sd = R× Sd−1 (18.1)

We aim to classify the connected components of configuration space. In general we have

some collection of maps to a target manifold Mn.

Note that time-evolution is a continuous process, so that, among other things, time

development always defines a homotopy of the field configurations for fixed t. If space is

compact then we can simply use the compact-open topology on the space of fields and the

field configurations falls into disconnected components labelled by

π0(Map(Sd−1,Mn)) = [Sd−1,Mn] (18.2)

Example: One very significant example is closed string theory which is based on a

two-dimensional theory and the target Mn is the spacetime in which the particles of string

theory move and interact. Here Sd−1 = S1. Then, if π1(Mn) 6= 0 there are winding sectors

of the Hilbert space of the first-quantized string theory. This is an important feature not

present in point particle theories, where Sd−1 = pt..

When we quantize the theory, these different sectors of the configuration space give

different sectors of the Hilbert space of states: By the correspondence principle, the field

theoretic soliton configurations should correspond to quantum states in the theory. They

are often different superselection sectors distinguished by a topological conservation law.

When space is noncompact the Hamiltonian of the theory can be used to define a suit-

able topology on Map(Sd−1,Mn) since, among other conditions (such as differentiability)

we must restrict to finite energy field configurations, Mapf.e.(Sd−1,Mn).
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For example, endow Sd = R× Sd−1 with a Minkowskian metric so that

SMink[φ] =

∫
dt

∫

Sd−1

[
1

2
Gµν(φ)

(
φ̇µφ̇ν − hαβ∂αφµ∂βφν

)
− U(φ)

]
(18.3)

Now, the energy is found by computing πµ = Gµν(φ)φ̇
ν and hence

E =

∫

Sd−1

vol

[
1

2
Gµν(φ)πµπν +

1

2
Gµν(φ)h

αβ∂αφ
µ∂βφ

ν + U(φ)

]
(18.4)

If Gµν is positive definite then all three terms are positive definite.

Let us now look at some examples with the noncompact space Sd−1 = Rd−1, with the

Euclidean metric.

We first study the case of d = 2 below. If d = 2 then the boundary at infinity can

be considered to be the zero sphere S0, which is disconnected. Finiteness of the energy

requires that φ tends to a zero of U(φ) for x→ ±∞. But this need not be the same zero!

Field configurations which interpolate between different zeroes are in nontrivial soliton

sectors. They cannot be connected by any finite energy process.

We will then consider examples with d > 2.

18.2 A simple motivating example: Solitons in the theory of a scalar field in

1 + 1 dimensions

As an explicit example of soliton sectors consider the action for a single real scalar field on

1 + 1-dimensional Minkowski space:

S[φ] =

∫

M1,1

(
−1

2
∂µφ∂

µφ− U(φ)

)
d2x

=

∫

M1,1

(
1

2
(φ̇)2 − 1

2
(∂xφ)

2 − U(φ)

)
d2x

(18.5)

where U(φ) is positive semi-definite and has zeroes φi where U(φi) = 0.

As a concrete example, consider

U(φ) = g(φ2 − v2)2 (18.6)

Here g, v are real. It is important that g > 0 so the energy is bounded below. WLOG we

can take v > 0. Here we are putting the speed of light c = 1 so time is measured in units

of length. An action must have units of energy×time so if c = 1, an action has units [ML].

Thus, [φ] = [v] = (ML)1/2 while [g] = (ML3)−1.

Exercise

Show that expanding (18.6) around either vacuum φ = ±v + δφ gives a mass term

with m2 = 8gv2 together with cubic and quartic interactions.

– 261 –



Remark: The “mass” m has dimensions of 1/L. Upon quantization of the small fluctua-

tions of φ around either of the vacua one would find particles with mass m~. Since ~ has

units of action ML (when we set c = 1) this has the correct units of mass.

In general, finiteness of the energy certainly implies that φ → φi for x → ±∞, but if

there are several zeroes of U(φ) then there are many choices for these boundary conditions.

For example, in (18.6) we can have φ(x) → ±v at each end of the real line. Note that at

each end of the line we have a choice of sign. Thus, if ǫL ∈ {±1} and ǫR ∈ {±1} we can

choose boundary conditions (ǫL, ǫR), meaning:

lim
x→−∞

φ(x) = ǫLv & lim
x→−∞

φ(x) = ǫRv (18.7)

We claim that, within the set of finite-energy field configurations the distinct choices of

(ǫL, ǫR) define four different disconnected components. This is intuitively obvious: In order

to change say from ǫR = +1 to ǫR = −1 we must continuously change the field away from

φ2 = v2 over an infinite volume space, namely, an infinite region x ≥ x0 for some x0, and

such field configurations will have infinite energy barriers.

These four disconnected components of fieldspace are known as topological sectors.

The topological sector can be “measured” by a topological charge associated to a

current. The conserved “topological current” is jµ = ǫµν∂
νφ and the conserved charge is

Q =

∫ +∞

−∞
j0 =

∫ +∞

−∞
∂xφdx = φ(+∞)− φ(−∞) = (ǫR − ǫL)v (18.8)

The Hamiltonian, or energy of a time-independent field configuration φ(x) is given by

H[φ] =

∫

R

[
1

2
(∂xφ)

2 + U(φ)

]
dx (18.9)

Classical vacuum states are absolute minima of the energy. Clearly H is positive semidefi-

nite so we can minimize it by putting ∂xφ = 0 and U(φ) = 0. The first equation says that

φ(x) is a constant in x and the second says that this constant value is φ = φi, one of the

zeroes of U(φ). For the special case (18.6) we would have φ = ±v: There are two vacuum

states.

However, when we choose boundary conditions so that Q is nonzero there is no finite

energy process that can change the field configuration to these vacua. We can minimize

the energy in these “topologically nontrivial sectors” to produce our soliton. The energy

is minimized for

∂2xφ = U ′(φ) (18.10)

Multiplying by ∂xφ this becomes

d

dx

(
1

2
(∂xφ)

2 − U(φ)

)
= 0 (18.11)

and so
1

2
(∂xφ)

2 − U(φ) = κ (18.12)
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for a constant κ. The boundary conditions imply the constant κ is zero. So,

1

2
(∂xφ)

2 = U(φ) (18.13)

If ǫL = ǫR we can take φ to be constant and minimize the energy to zero. If ǫL 6= ǫR we

cannot have ∂xφ = 0 for all x. In this case, to find the minimal energy field configuration

we can integrate equation (18.13) (with κ = 0) to get

∫ φ2

φ1

dφ√
2U(φ)

= ±(x2 − x1) (18.14)

where φ(x1) = φ1 and φ(x2) = φ2. We can now impose the boundary conditions to obtain

a solution.

For such a solution we can simplify the total energy to

E[φ] =

∫ φ+

φ−

√
2U(φ)dφ (18.15)

where the sign is chosen so that E[φ] ≥ 0 and φ− and φ+ are two consecutive zeros of

U(φ). Note that one does not need to know the detailed solution to compute the energy.

Figure 117: If U(φ) has more than one zero then we can show that soliton configurations from

simple considerations of an effective one-dimensional particle mechanics problem with potential

energy −U(φ).

Rather than directly integrating the solution equation the following nice argument,

due to Sidney Coleman 83 shows that a soliton solution must exist. We return to the

Hamiltonian for time-independent field configurations (18.9). Let us interpret this as the

action for a point particle. The spatial variable x of the field theory is reinterpreted as

the “time coordinate” of the point particle of position φ. Note that the potential energy

of this mechanics problem is Veff = −U(φ). Thus the potential energy in the mechanics

problem Veff is bounded above and not below. We are interested in two successive zeroes as

in Figure 117. Note that if the particle starts near one maximum of Veff at φ+ or φ− then

83S. Coleman, “Classical Lumps and their Quantum Descendents,” in Aspects of Symmetry.
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if it has positive energy it will overshoot at the other maximum. If we start the particle

near φ± with negative energy it will not reach the other maximum. So there should be a

solution in between where the particle reaches one maximum in the infinite “past” x = −∞
and the other maximum in the infinite “future” x = +∞.

-4 -2 2 4

-1.0

-0.5

0.5

1.0

Figure 118: The soliton with boundary conditions (+,−) for the special potential with v = 1,

m = 2, (hence g = 1/2) and x0 = 0.
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Figure 119: The energy of the soliton with boundary conditions (±,∓) for the special potential

with v = 1, m = 2, (hence g = 1/2) and x0 = 0.

The above equations apply to a general potential, and in general that is as far as you

can go. For the special potential (18.6) we can do the integral explicitly to produce the

explicit solution:

φ = ±v tanh
(m
2
(x− x0)

)
(18.16)

with energy

E =
1

12

m3

g
(18.17)

This special example nicely illustrates some aspects of solitons which turn out to hold

quite generally:

1. The solution (18.16) transitions rapidly, on a scale set by the potential (here the scale

1/m) from one vacuum to the other (here from ±v to ∓v).

2. Solutions to (18.13) will always come in families: If φ(x) is a solution then so is

φ(x − x0) for any x0, simply because the equation is translation invariant. This

leads to a moduli space of solutions. Are there other solutions? In order to find

other solutions we could vary the soliton equation around one solution, say φ∗, so we

write φ = φ∗ + δφ and expand to first order in δφ. The result is a linear first order

differential equation for δφ

∂x(δφ) −
U ′(φ∗)√
2U(φ∗)

δφ = 0 (18.18)
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with boundary conditions that limx→±∞ δφ(x) = 0. Note that the coefficients in the

linear equation depend on φ∗. This equation can be rewritten as

d(δφ)

δφ
=

U ′(φ∗)√
2U(φ∗)

dx =
d

dx
(log∂xφ∗)dx (18.19)

and so the general solution is δφ(x) = c ddxφ∗(x) where c is a constant. We could

have predicted this solution from the family obtained by shifting x0. The point of

this exercise is that we now know there are no other moduli and so, in this example

(assuming some genericity of U) the moduli space is just a copy of R, parametrized

by x0. In more complicated examples of solitons the analog of equation (18.18) will

be a Dirac equation with an interesting space of solutions corresponding to nontrivial

moduli spaces of solitons.

3. If we plot the energy density then it will be concentrated in the region, of size ∼ 1/m,

where φ jumps from one vacuum to another. In the case of (18.16) the energy density

is

E =
m4

32g

1

(cosh 1
2m(x− x0))4

(18.20)

The solution is a lump of energy concentrated around x0. Such solutions of nonlinear

differential equations are known as solitons. For a certain class of integrable systems

they have remarkable properties. Many aspects of field theory, such as S-matrix am-

plitudes, become exactly soluble. See especially the book by Faddeev and Takhtadjan

in Section §20 for more on this.

4. The energy goes to infinity for g → 0. Under the correspondence principle the classical

solution is related to (a family of) quantum states. As opposed to the particles with

mass 8gv2~ mentioned before, these states cannot be deduced from perturbation

theory around a vacuum.

5. The energy of the corresponding quantum states can be computed as a series in

perturbation theory: One substitutes the φ = φ∗(x) + φq(x, t) in to the Lagrangian

and quantizes φq(x, t) to obtain an energy expansion

E =
m3

12g
+ α0 + α1g + α2g

2 + · · · (18.21)

which is an asymptotic expansion for g → 0.

Exercise Sine-Gordon model

Consider the sine-Gordon model, a 1 + 1-dimensional field theory with a field φ :

M1,1 → R with Hamiltonian

H =

∫

R

dx

(
1

2
π2 +

1

2
(∂xφ)

2 +
m2

β2
(1− cos(βφ))

)
(18.22)
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Here π is the momentum of the field. Under the Legendre transform to the Lagrangian

formulation we have φ̇ = π.

a.) Find the classical vacua, that is, the field configurations with H[φ] = 0.

b.) Compute the topological charge between a pair of two such vacua.

c.) Expand the potential U(φ) around a vacuum. (The quadratic term gives the mass

of the perturbative particles.)

d.) Find an exact formula for the minimum energy field configuration φ(x) interpolat-

ing between two consecutive vacua.

e.) Compute the energy density of the field configuration of part (d).

f.) Is there a time-independent solution with topological charge 4π/β ?

g.) Show that the sine-Gordon equation of motion for a field φ(x, t) is equivalent to

the “zero-curvature condition”:

[Dx,Dt] = 0 (18.23)

where Dx and Dt are matrix-valued differential operators:

Dx =
∂

∂x
+ k cos(φ/2)τ1 + ω sin(φ/2)τ2 +

1

2
(∂tφ)τ

3

Dt =
∂

∂t
+ ω cos(φ/2)τ1 + k sin(φ/2)τ2 +

1

2
(∂xφ)τ

3
(18.24)

Here ω2 − k2 = 1, and τa = − i
2σ

a so that

[τa, τ b] = ǫabcτ c (18.25)

Remark: This is an important observation and is the beginning of the application of

integrable systems theory to the sine-Gordon model. See, for example, the book of Faddeev

and Takhtadjan.

18.3 Landau-Ginzburg solitons in 1+1 dimensions

As a second example of 1+1 dimensional solitons we consider “Landau-Ginzburg models.”

We will consider those related to models with extended supersymmetry. They will be

field theories with N complex fields φi, i = 1, . . . , N and a Lagrangian of a special type,

described below. 84

The general LG action is based on a “Kähler metric” which for us will be a positive

Hermitian form Kij(φ, φ̄) and a holomorphic function W (φ). The action on M1,1 is then:

−
∫

M1,1

(
Kij∂µφ

i∂µφ̄j +Kij ∂W

∂φi
∂W̄

∂φ̄j

)
d2x (18.26)

The motivation for this action is that it is the bosonic part of a supersymmetric field theory.

The supersymmetrization includes extra fermionic fields.

84In general the models are defined for scalar fields φ : M1,1 → X where X is a complex manifold equipped

with a metric known as a “Kähler metric.”
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The classical vacua on a spatial slice R are the critical points φ(a) of W . For example,

if N = 1 and W is a polynomial of degree M then there are generally M − 1 isolated

critical points: These are the roots of W ′(φ) = 0 and in general the roots will have no

multiplicity so that W ′′(φ(a)) 6= 0. More generally, we will assume all critical points of

W are (holomorphic) Morse critical points in the sense that ∂i∂jW (φa) is an invertible

matrix at every critical point φa. When expanding around such classical vacua the small

fluctuations are massive.

The energy of a time-independent field configuration is

E =

∫ +∞

−∞
dx

(
|∂xφi|2 + |

∂W

∂φi
|2
)

(18.27)

Finiteness of the energy requires that we choose boundary conditions:

lim
x→−∞

φ(x) = φ(a) lim
x→+∞

φ(x) = φ(b) (18.28)

We can find the first order soliton equations using a nice trick, known as the Bogomolnyi

trick. 85

For simplicity, in what follows we just take Kij = δij . If ζ is any phase then we write

the energy as

E =

∫ +∞

−∞
dx

(
|∂xφi|2 + |

∂W

∂φi
|2
)

=

∫ +∞

−∞
dx|∂xφi − ζ

∂W̄

∂φ̄i
|2 +

∫ +∞

−∞
dx

(
ζ∂xφ̄

i ∂W̄

∂φ̄i
+ ζ−1∂xφ

i ∂W

∂φi

)

=

∫ +∞

−∞
dx|∂xφi − ζ

∂W̄

∂φ̄i
|2 +

∫ +∞

−∞
dx

d

dx

(
ζW̄ + ζ−1W

)

=

∫ +∞

−∞
dx|∂xφi − ζ

∂W̄

∂φ̄i
|2 + 2Re[ζ−1(Wb −Wa)]

(18.29)

where Wa =W (φ(a)).

As we have said, finiteness of the energy requires that φ(±∞) is one of the critical

points φ(a). If there are different critical points at either end, say b 6= a then φ is in a

nontrivial soliton sector of type (ab). The above applies for any phase ζ and the best lower

bound on the energy comes from taking ζ to be the phase of W (b)−W (a)

So if we can construct a solution to

∂xφ
i = ζ

∂W̄

∂φ̄i
(18.30)

satisfying the boundary conditions (18.28) then the energy is minimized and E = 2|W (b)−
W (a)|.

85In general the Bogomolnyi trick refers to a manipulation where the action, or the energy, is written as

an integral of a perfect square up to boundary terms. The perfect square involves first order derivatives and

the minimization of the energy is thus simplified enormously to a first order differential equation. Moreover,

the boundary terms then typically give a nice formula for the energy.
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This model can be supersymmetrized by adding fermionic partners ψi to the φi. Then

it can be shown that this formula for the energy of the quantum state associated to the

soliton is exact.

It remains to show that we can solve the differential equation. To discuss this let us

consider the boundary value problem with general phase ζ.

We then observe a very striking aspect of the equation: Given any solution φ(x) on

some open region of the x-axis we can say:

d

dx
W (φ(x)) =

∂W

∂φi
dφi

dx
= ζ|∂W

∂φi
|2 (18.31)

Therefore

W (x)−W (x0) = ζ

∫ x

x0

|∂W
∂φi
|2dx′ (18.32)

and therefore the image of the soliton in the W -plane is a straight line with phase ζ.

Therefore, if φ(x) → φ(a) for x → −∞ then the solution must project to a ray in the

W -plane emerging from Wa with slope ζ. Similarly, if φ(x) → φ(b) for x → +∞ it must

project to a ray terminating on Wb. If Wa,Wb are in general position and ζ is a generic

phase these rays will not intersect.

Thus, for general phase ζ there will be no solution to the boundary value problem.

However, if ζ is the phase of the difference of the critical values Wb−Wa then there might

be a solution.

Let Lζa be the set of solutions φi(x) of the soliton equation (18.30) such that

lim
x→−∞

φi(x) = φa (18.33)

Similarly, let Rζb be the set of solutions such that

lim
x→+∞

φi(x) = φb (18.34)

We have a soliton for every point in Lζa∩Rζb . Note that, thanks to the translation invariance,

if φ(x) ∈ Lζa ∩Rζb then so is φ(x− x0) for any x0. Thus, every point in Lζa ∩Rζb in fact sits

on a line.

Each solution φ ∈ Lζa has an image {φ(x)|x ∈ R} ⊂ X, where X = CN here (and

is the Kähler target manifold, in general). The union of these images is a subspace of X

known as a (left) Lefshetz thimble and denoted Lζa. Similarly, the images of φ ∈ Rζb is a

right Lefshetz thimble and denoted Rζa. Note that

1. The one-manifold {φ(x)|x ∈ R} ⊂ X is the same for φ(x) and all its translates

φ(x− x0).
2. Every {φ(x)|x ∈ R} ⊂ X for φ ∈ Lζa projects to a ray in the complex plane parallel

to ζ and emerging from the critical value Wa. Moreover, for a fixed solution we could

equally well parametrize the one-manifold by x or by the value of W at φ(x).

3. With this parametrization W →Wa corresponds to x→ −∞.

Now if there is a nonzero intersection Lζa ∩ Rζb then in fact they must intersect along

a line in X. It begins at φa and terminates at φb. The image under W is a line segment
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connectingWa toWb. Every such line inX corresponds to a solution of the soliton equation

(18.30) with boundary conditions (18.28).

Therefore, let us get an idea of what Lζa looks like. When W is near the critical

value Wa we can replace W by its quadratic approximation. By a suitable redefinition of

coordinates we can assume that the Hessian has been diagonalized so that we can write

W =Wa +
∑

i

1

2
µi(φ

i − φia)2 + · · · (18.35)

The general solution of the equation for such a quadratic W is easily written down:

φi = φia + ri
√
ζµi
κi
eκi(x−x0) (18.36)

where ri ∈ R and κi are real numbers with

|κi| = |µi|. (18.37)

Note that the |µi| 6= 0 and hence we have the exponential approach to the critical point.

Note that a shift of x0 corresponds to a common rescaling of ri.

If we want the solution to approach the critical point φa at x → −∞ then we choose

the sign with all κi > 0. If we want the solution to approach the critical point φa at

x→ +∞ we choose the sign with all κi > 0.

If W0 is a regular value near φa, say W0 =Wa +Rζ where R > 0 is real then

{φ :W (φ) =W0} (18.38)

is isomorphic to T ∗Sn−1. This is most easily seen by shifting and rescaling the φi so that

W = Wa +
∑

(φi)2. Then, decomposing φi = xi +
√
−1yi into real and imaginary parts

the equations determining the inverse image of W −Wa = R are

~x2 − ~y2 = R

~x · ~y = 0
(18.39)

Solutions are uniquely parametrized by x̂ ∈ Sn−1, where Sn−1 is the unit sphere and ~y,

which is in the tangent space to Sn−1 at x̂. Note that the equations uniquely fix |~x|, and
it is natural to say that the zero-section of T ∗Sn−1 has radius-square R.

Now, in the inverse image above a regular point W0 what is the intersection with Lζa?

Again, with µi = 1 this just means that φi = φia + riex−x0 . Therefore ~y = 0, and hence

W0 ∩ Lζa is just the zero-section of T ∗Sn−1.

Thus, the picture we have of Lζa, at least near a critical point is that it is an expanding

spherical “wave-front” projecting to a half-line in the W -plane. In the case n = 2 the

picture is one of a thimble, and hence Lζa are in general called “Lefshetz thimbles.”

NEED FIGURE HERE

Note that the fiber above a regular value is symplectic and the intersection with Lζa is

half-dimensional and Lagrangian. AsW evolves along the ray the quadratic approximation
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breaks down, but one can show that the fiber above W0 continues to be a complex and

symplectic manifold and the intersection with Lζa is a maximal Lagrangian subspace.

Let us now consider the general superpotential W . At any point w in the complex W

plane, the inverse image of w in φ-space is a complex affine variety:

Xw = {φ : W (φ) = w} (18.40)

If w is a regular value then Xw is a smooth manifold. However, as w approaches a critical

value Wa the variety Xw becomes singular. Our description above shows that some spher-

ical cycle in Xw shrinks to a point. This spherical cycle is a nontrivial homology cycle

known as a vanishing cycle. As W evolves along the ray the spherical cycle evolves to some

maximal Lagrangian subvariety ∆a ⊂ Xw.

The Lagrangians obtained from the Lefshetz thimbles Lζa and Rζa are two maximal

Lagrangian subvarieties in Xw, when w is a regular value. These two half-dimensional sub-

spaces generically intersect in points. There is a soliton solution for each such intersection.

From this construction we learn:

1. We generically expect there to be solutions.

2. If the oriented intersection number of Lζa and Rζa in the fiber above a regular value

is nonzer, then there are definitely solutions.

It turns out that some of these solutions continue to define special quantum states

in the quantum theory for which one can make many beautiful exact statements. For

example, the exact mass of the state is 2|Wa−Wb|, and there are no quantum corrections.

This and many other beautiful things can be found in

1. S. Cecotti and C. Vafa, “On the Classification of N=2 Supersymmetric Theories”

arXiv:hep-th/9211097

2. K. Hori, A. Iqbal and C. Vafa, “D-branes and mirror symmetry,” hep-th/0005247.

3. K. Hori, S. Katz, A. Klemm, R. Pandharipande, R. Thomas, C. Vafa, R. Vakil and

E. Zaslow, “Mirror symmetry,” (Clay mathematics monographs. 1)

4. D. Gaiotto, G. Moore, and E. Witten, “Algebra of the Infrared: String Field

Theoretic Structures in Massive N = (2, 2) Field Theory In Two Dimensions,” to appear.

18.4 Minkowskian spacetime of dimension greater than two

In this case the boundary at spatial infinity, Sd−2 is connected.

Let us consider finiteness of the energy. We look at static solutions πµ = 0 and then we

have the same story as for the Euclidean action analyzed above, but one dimension lower.

So, for d > 2 we must have:

a.) limr→∞ φ(t, rx̂) = φ0 for some constant φ0, independent of angles.

b.) U(φ0) = 0.

so, we can now define a field configuration φ̄ on Sd−1 →Mn, and the disconnected com-

ponents of configuration space for these boundary conditions are classified by πd−1(Mn, φ0).

Example: Skyrmions. In nuclear and particle physics mesons are described by a

3+1-dimensional sigma model with target manifold (SU(2)×SU(2))/SU(2) ∼= SU(2) and

(SU(3)×SU(3))/SU(3) ∼= SU(3). Generalizing to SU(Nc) QCD with Nf flavors of quarks
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we have (SU(Nf )× SU(Nf ))/SU(Nf ) ∼= SU(Nf ). As we shall prove below, for N ≥ 2 we

have π3(SU(N)) = Z. The solitons in the nontrivial sectors are called Skyrmions.

See E. Witten, “Global aspects of current algebra,” Nucl. Phys. B223 (1983) 422

for a beautiful discussion of these solitons.

18.5 Solitons in spontaneously broken gauge theories

Finally, in gauge theories there is an important modification to the above formula for the

energy: Derivatives are replaced by gauge covariant derivatives and the contribution to the

total energy from the scalar fields is a sum of three positive definite terms:

E =

∫

Sd−1

vol ·
[
1

2
Gµν(φ)πµπν +

1

2
GµνDαφ

µDαφ
ν + U(φ)

]
+ EY.M. (18.41)

where

(Dαφ)
µ = ∂αφ

µ +AaαK
µ
a (φ) (18.42)

and Kµ
a (φ) is a Killing vector for the gauge symmetry action on Mn (and a runs over a

basis for the Lie algebra). Finally EY.M. is the energy of the Yang-Mills fields.

Take Sd−1 = Rd−1 with Euclidean metric. Define the set of classical vacua of the scalar

field theory by:

Mcl.vac := {φ|U(φ) = 0} ⊂Mn (18.43)

Suppose that the target space Mn = V is a linear representation of the gauge group G

and U(φ) is a G-invariant potential then the critical points of U(φ) will admit a G-action.

Suppose φ0 is a critical point and the stabilizer of φ0 is a subgroup H ⊂ G. We say

that the gauge symmetry has been spontaneously broken from G to H. In this case there

is an orbit through φ0 which can be identified with the homogeneous space G/H. In some

important cases the entire critical locus is this orbit. In that case πd−2(G/H) classifies the

soliton sectors. In particular, in four-dimensional Grand Unified Theories, the presence of

monopoles often comes down to a computation of π2(G/H). We will see in Chapter ***

how to compute such homotopy groups.

Finiteness of the energy on Rd−1 requires that the values of φ at ~x→∞ live inMcl.vac..

However, it can happen that there are finite energy gauge fields such that Dαφ → 0 as

r →∞ and moreover we have that

lim
r→∞

φ(t, rx̂) := φ∞(t, x̂) (18.44)

is a nontrivial map

Sd−2 →Mcl.vac (18.45)

The presence of suitable gauge fields is crucial here: The two terms in the covariant deriva-

tive balance each other.

Since time evolution must be continuous it follows that the map

φ∞(t, ·) : Sd−2
∞ →Mcl.vac (18.46)
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must be in a fixed homotopy class

πd−2(Mcl.vac.) (18.47)

If this class is nontrivial the soliton is topologically stable: It would take an infinite amount

of energy to change the homotopy class at spatial infinity.

Example 1: Vortices An important example is of spontaneous symmetry breaking of

U(1). We can take a U(1) gauge field A and a scalar field φ of charge 1. The Lagrangian

is

−
∫

1

2e2
F ∗ F + (Dφ)∗ ∗Dφ+ λ

(
|φ|2 − v2

)2
(18.48)

where Dφ = (d + A)φ, and F = dA. We can view this as a Lagrangian in 3 + 1

dimensions - in which case it is an effective theory for a superconductor (with φ representing

the Cooper pair condensate. It should then have charge 2, not 1), or we can view this as a

Lagrangian in 1 + 1 dimensions, in which case it is known as the Abelian Higgs model. For

v2 6= 0 the model breaks U(1) to nothing. 86

We can look for two-dimensional instantons or, equivalently, 3+1 dimensional string-

like solitons. The latter are time independent and translationally invariant along - say -

the x3 axis. The problems are then formally equivalent.

Finiteness of the action of the instanton, or tension of the string, requires that F be

pure gauge at infinity and |φ| → v2 at infinity. Nevertheless, the phase of φ, which is

well-defined at infinity, defines a winding number S1
∞ → S1.

If we choose the special value λ = e2/2 then we can be more explicit. The 2d action/4d

string tension is

∫
dx1dx2

(
1

2e2
B2

3 + |D1φ|2 + |D2φ|2 +
e2

2
(|φ|2 − v2)2

)
(18.49)

When we discuss connections we will take A to be (locally) an imaginary one-form so

F12 = ∂1A2 − ∂2A1 = iB3. Now (18.49) can be nicely rewritten as

∫
dx1dx2

(
1

2e2
(
B3 ∓ e2(|φ|2 − v2)

)2
+ |D1φ± iD2φ|2

)
∓ 1

2
v2Φ (18.50)

where Φ =
∫
dx1dx2B3 is the total flux. The soliton which minimizes the energy is

then given by first order equations:

B3 = ±e2(|φ|2 − v2)
D1φ± iD2φ = 0

(18.51)

with E = v2

2 |Φ|. We choose the sign in (18.51) so that we get the absolute value. The

equations (18.51) are known as the vortex equations. Note that from the second equation

we learn that as long as φ 6= 0 we can write (choosing the − sign for definiteness):

86If φ has charge q then in fact the gauge group is broken to Z/qZ.
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Az = −φ−1∂zφ (18.52)

and at infinity, where the norm of φ becomes a constant, this means that A is pure

gauge. The topological quantum number is the winding number, which can be identified

with the flux, by Stokes’ theorem.

Example 2: ’t Hooft-Polyakov monopole. This is based on a Yang-Mills-Higgs gauge

theory in d = 3 + 1 dimensions with gauge group G = SO(3) and a Higgs scalar field ~φ in

the triplet representation so Mn = R3.

Now

U(φ) = g(~φ2 −m2)2 (18.53)

so thatMcl.vac = S2. The soliton sectors are classified by π2(S
2) = Z.

18.6 The general field theory of scalar fields: The nonlinear sigma model

One important class of field theories is based on the space of fields which are maps from

spacetime Sd to some “target space manifold” Mn:

φ : Sd →Mn (18.54)

This is a generalization of the usual scalar field theories where Sd = Rd, is Minkowski

space or Euclidean space and Mn = Rn for a theory of n real scalar fields.

We denote the space of fields (18.54) byMap(Sd,Mn). We have discussed its topology

above. In fact, it can be made into an infinite-dimensional manifold. In Chapter 4 below

we will show that its tangent space can be understood using the language of bundles:

Tφ0Map(Sd,Mn) = Γ
(
φ∗0(TMn)

)
(18.55)

For now we simply choose local coordinates ξ on Sd and coordinates xµ on Mn in the

neighborhood of φ0(ξ). Then the tangent vector, or infinitesimal field variation is a map:

ξ 7→
n∑

µ=1

δφµ(ξ)
∂

∂xµ

∣∣∣∣
φ0(ξ)

(18.56)

In order to write an action for the nonlinear sigma model we need to introduce metrics

on both spacetime Sd and on the target space Mn. These metrics induce a metric on the

infinite-dimensional manifold of fields Map(Sd,Mn). This follows directly from (18.55).

We can write the metric in local coordinates as follows:

In local coordinates on Sd we can write

ds2(Sd) = hij(ξ)dξ
idξj (18.57)

with 1 ≤ i, j ≤ d, and using local coordinates

ds2(Mn) = Gµν(x)dx
µdxν (18.58)
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on Mn. Then, a tangent vector δφ at φ0 has norm:

‖ δφ ‖2=
∫

Sd

vol (h)δφµ(ξ)δφν(ξ)Gµν(φ0(ξ)) (18.59)

So, Map(Sd,Mn) is at least formally a Riemannian manifold - we can therefore speak of

“distance in fieldspace.” This is a very important concept: Qualitatively different physical

phenomena occur at finite and at infinite distance in fieldspace.

Now, the natural line element (18.59) on Map(Sd,Mn) gives an action principle for

the nonlinear sigma model. The derivative of φ is a linear map

dφ : TξSd → Tφ(ξ)Mn (18.60)

Since we have metrics on the vector spaces TξSd and on TxMn we have a metric on

Hom(TξSd, Tφ(ξ)Mn).

Then the norm of (18.60) is

‖ dφ ‖2= hij(ξ)Gµν(φ(ξ))∂iφ
µ∂jφ

ν (18.61)

Now we have

S = f2π

∫

Sd

vol (h) ‖ dφ ‖2

= f2π

∫

Sd

ddξ
√
|deth|hij(ξ)Gµν(φ(ξ))∂iφµ∂jφν

(18.62)

where fπ is a dimensionful constant (see comments below).

The kinetic term of the nonlinear sigma model is equivalent to the line element on

field space, the space of maps Sd →Mn.

Remarks:

• We can, of course, as a potential term
∫
Sd
ddξ
√
|deth|U(φ) to the theory.

• The action must be dimensionless (in units with ~ = c = 1. Since Gµν is nontrivial in

general the scalar fields φµ(ξ) are dimensionless. Then fπ must have (spacetime) dimensions

of L1−d/2. When Gµν = δµν the theory is free, and fπ can be absorbed into the fields to

give canonically normalized fields, but in general we have a nontrivially interacting theory.

Thus, in the interacting case, except for d = 2, the classical sigma model has a dimensionful

parameter. In general, these models are not renormalizable, and should be thought of as

effective low energy field theories whose domain of validity is set by the scale fπ. For

example, in theories of pions in 3 + 1 dimensions, fπ has dimensions of mass, and is called

the “pion decay constant.” In the theory of pions Mn = SU(2) × SU(2)/SU(2)diag and

fπ ∼ 93MeV .

•
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It often happens that in a physical problem there is also the data of a fiber bun-

dle E → Mn. This happens when there are fermions in the sigma model, or when we

gauge symmetries. In such situations the fields of the theory often involve sections of the

pulled back bundle φ∗(E). Note that such sections can indeed be thought of as fields in a

fieldtheory on Sd.
• An extremely important special case occurs when d = 2. Then the theory classically

has no scale. Equivalently, it is conformally invariant under Weyl transformations h→ Ω2h.

However, for most target space metrics, Gµν the theory is not quantum mechanically scale

invariant. Indeed, the famous result 87 of Friedan says that the dependence on logarithmic

scale t is

d

dt
Gµν = Rµν + · · · (18.63)

where Rµν is the Ricci tensor.

Exercise

What is the classical equation of motion for the nonlinear sigma model?

19. “Instanton” sectors

Suppose we have a Euclidean d-dimensional spacetime Sd and a nonlinear sigma model

field:

φ : Sd →Mn (19.1)

The “instanton sectors” refers to the classification of the space of fields by its compo-

nents. In the path integral ∫
dφe−S[φ] (19.2)

we “integrate over all field configurations.” This integration always involves a sum over the

components of Map(Sd,Mn), and sometimes the path integral is very different in different

components. This raises the issue of how to weight the different components.

We illustrate this important point with two elementary, but extended examples:

19.1 Fieldspace topology from boundary conditions

Even when spacetime is topologically trivial, say Sd = Rd the action of the theory can effec-

tively introduce topology, because the space of finite action field configurations Mapf.a.(R
d,Mn)

can have nontrivial topology.

For example, suppose the action is

S[φ] =

∫

Rd

dd~x

[
Gµν(φ)∂αφ

µ∂αφ
ν + U(φ)

]
(19.3)

87D. Friedan, “Nonlinear Models in Two Epsilon Dimensions,” Phys. Rev. Lett. 45, 1057 (1980);

D. H. Friedan, “Nonlinear Models in Two + Epsilon Dimensions,” Annals Phys. 163, 318 (1985).
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with Euclidean signature on spacetime Rd and on the target.

Let us study the behavior of φ as ~x→∞. We define this by setting ~x = rx̂ and

ds2 = dr2 + r2gijdθ
idθj (19.4)

so that

S[φ] =

∫

Rd

dr

r
∧vol (Sd−1)

[
rdGµν(φ)∂rφ

µ∂rφ
ν+rd−2gijGµν(φ)∂iφ

µ∂jφ
ν+rdU(φ)

]
(19.5)

This is a sum of three positive semidefinite terms. The integral over the angles is a

compact integral and poses no problem of convergence (for smooth field configurations).

The problematic integral is over r: We therefore have convergence conditions for r →∞:

1. ∂rφ ∼ 1
rd/2+ǫ

2. ∂iφ ∼ 1
r(d−2)/2+ǫ

3. U(φ(rx̂)) ∼ 1
rd/2+ǫ

Here ǫ is any positive quantity.

It follows from (1) and (2) that limr→∞ φ(rx̂) = φ0 must go to a well-defined constant

value, independent of angles. It then follows from (3) that that constant must be such that

U(φ0) = 0.

Thus we see that any smooth field φ of finite action defines a map

φ̄ : (Sd,∞)→ (Mn, φ0) (19.6)

and components of the space of maps will be (at least in part) classified by πd(Mn, φ0).

19.2 A charged particle on a ring around a solenoid, at finite temperature

Consider a particle of mass m confined to a ring of radius r in the xy plane. The position

of the particle is described by an angle φ, so we identify φ ∼ φ+ 2π, and the action is

S =

∫
1

2
mr2φ̇2 =

∫
1

2
Iφ̇2 (19.7)

with I = mr2 the moment of inertia.

Let us also suppose that our particle has electric charge e and that the ring is threaded

by a solenoid with magnetic field B, so the particle moves in a zero B field, but there is a

nonzero gauge potential

A =
B

2π
dφ (19.8)

The action is therefore:

S =

∫
1

2
Iφ̇2dt+

∮
eA

=

∫
1

2
Iφ̇2dt+

eB

2π
φ̇dt

(19.9)
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The second term is an example of a Chern-Simons term. 88

Now we compute the (Euclidean time) propagator

Z(φ2, φ1|T ) := 〈φ2|e−
TH
~ |φ1〉 (19.10)

for the particle, where H is the Hamiltonian.

We will compute (19.10) by both Hamiltonian and path integral techniques. The

comparison is interesting.

We begin with the Hamiltonian viewpoint. The conjugate momentum is

L = Iφ̇+
eB

2π
(19.11)

We denote it by L because it can be thought of as angular momentum.

Note that the coupling to the flat gauge field has altered the usual relation of angular

momentum and velocity. Now we obtain the Hamiltonian from the Legendre transform:

∫
Lφ̇dt− S =

∫
1

2I
(L− eB

2π
)2dt (19.12)

Upon quantization L→ −i~ ∂
∂φ , so the eigenfunctions of the Hamiltonian are just

1√
2π
eimφ m ∈ Z (19.13)

They give singly degenerate energy states with energy

Em =
~2

2I
(m− B)2 (19.14)

where B := eB
2π~ .

Remarks:

• The action (19.9) makes good sense for φ valued in the real line or for φ ∼ φ+ 2π,

valued in the circle. Making this choice is important in the choice of what theory we are

describing. Where - in the above analysis did we make the choice that the target space is

the circle?

• Although the Chern-Simons term is a total derivative it has a nontrivial effect on

the quantum physics as we can see since B has shifted the spectrum of the Hamiltonian.

• The total spectrum is periodic in B, and shifting B → B+1 is equivalent tom→ m+1.

Now it is straightforward to compute:

Z(φ2, φ1|T ) =
1

2π

∑

m∈Z
e−

T~

2I
(m−B)2+im(φ2−φ1) (19.15)

88This problem turns out to be closely related to quantum dots. See Yoshimasa Murayama, Mesoscopic

Systems, Section 10.10
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Again, note periodicity in B.
The function appearing in (19.15) is known as a theta function, more on this below.

Note that the large T asymptotics are easily read off:

Z(φ2, φ1|T ) T→∞∼
{

1
2πe

−T~{B}2/2I+i[B](φ2−φ1)(1 +O(e−κT )) 0 ≤ {B} ≤ 1
2

1
2πe

−T~(1−{B})2/2I+i([B]+1)(φ2−φ1)(1 +O(e−κT )) 1
2 ≤ {B} ≤ 1

(19.16)

where [B] is the greatest integer in B, and {B} is the fractional part.

Note too that the partition function is

Z := Tre−βH/~ =
∑

m∈Z
e−

β~

2I
(m−B)2 (19.17)

as we obtain by setting Z =
∫ 2π
0 dφZ(φ, φ|T ).

Now let us compare the path integral derivation. In the rotation to Euclidean space

the “Chern-Simons term”
∮
eA remains real so the Euclidean path integral is

Z(φ2, φ1|T ) =
∫

[dφ(t)]
φ(T )=φ2
φ(0)=φ1

e−
1
~

∫ T
0

1
2
Iφ̇2+i

∫
Bφ̇dt (19.18)

We claim this is the same function Z(φ2, φ1|T ) that we defined in the Hamiltonian

formulation. Note that the partition function (19.17) is the Euclidean path integral on a

circle of radius T = β/~.

This path integral is Gaussian so it can be done exactly by semiclassical techniques.

The fieldspace, Map([0, T ], S1), is topologically nontrivial. Consider two such maps.

Together they can be combined to form a map S1 → S1, and this map has a homotopy

class. Thus

π0(Map([0, T ], S1)) ∼= π1(S
1) ∼= Z. (19.19)

So there are infinitely many components which, noncanonically, can be labeled by a

winding number w.

The equations of motion are simply φ̈ = 0. Note that the Chern-Simons terms has not

changed them. There is one solution of the classical equations with boundary condition

φ(0) = φ1, φ(T ) = φ2 in each component of fieldspace. We can write it explicitly as follows:

We lift the map [0, T ] → S1 to a covering map φ̃ : [0, T ] → R. (Regarding S1 =

R/2πZ.) Then we write

φ̃c = φ̃1 +

(
φ̃2 − φ̃1 + 2πw

T

)
t w ∈ Z (19.20)

(where φ̃i are lifts of φi). These are solutions of the Euclidean equations of motion,

and are known as instantons.
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We now write

φ = φc + φq (19.21)

where φc is an instanton solution, as in (19.20), and φq is the quantum fluctuation with

φq(0) = φq(T ) = 0. Using this decomposition the path integral in each component of

fieldspace factorizes into the contribution of the classical solution times the path integral

over the quantum fluctuations φq.

Summing over all the components of fieldspace, weighted by the action principle we

therefore get:

Z(φ2, φ1|T ) = Zq
∑

w∈Z
e−

4π2I
2~T

(w+
φ2−φ1

2π
)2+2πiB(w+φ2−φ1

2π
) (19.22)

Zq is the path integral over φq and it is independent of topological sector. We can

determine it in two ways:

First, let us study the T → 0 behavior of the path integral. If φ1 is near φ2 then

Z → Zqe
− I

2~T
(φ2−φ1)2+iB(φ2−φ1) +O(e−const/T ) (19.23)

i.e. the instantons are only important at large T . At small values of T the particle

cannot “feel” the global topology of the target space. Put more precisely, an observer on

the particle cannot tell, in a short period of time that the particle is confined to a circle and

not a line because in a short amount of time the particle cannot move very far! Therefore,

we can compare (19.23) with the standard quantum mechanical propagator. Locally we

can remove the phase from the B-field via ψ(φ) → e−iBφψ(φ). After this transformation

we expect to recover the standard progagator of a particle of mass M = I on the line.

Rotated to Euclidean space this would be:

√
M

2π~T
e−

M(φ2−φ1)
2

2~T (19.24)

so

Zq =

√
I

2π~T
(19.25)

We can also recover this directly using ζ-function regularization of the determinant.

See the exercise below.

Let us now compare the two expressions. The path integral version (19.22) converges

rapidly for short times T while the Hamiltonian version (19.15) converges rapidly for long

times T . To compare the two we introduce the standard Riemann theta function

ϑ[
θ

φ
](z|τ) :=

∑

n∈Z
eiπτ(n+θ)

2+2πi(n+θ)(z+φ) (19.26)

Using the Poisson summation formula we prove

ϑ[
θ

φ
](
−z
τ
|−1
τ

) = (−iτ)1/2e2πiθφeiπz2/τϑ[−φ
θ

](z|τ) (19.27)
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The path integral answer (19.22) for Z(φ2, φ1|T ) can be written in terms of the stan-

dard theta function as

Z(φ2, φ1|T ) = Zqϑ[
φ2−φ1
2π

B ](0|τ) (19.28)

with τ = i2πI
~T . Now, applying the transformation (19.27) with z = 0 we recover the

expression (19.15) for Z(φ2, φ1|T ) derived using the Hamiltonian formalism.

This comparison has taught us several lessons:

Remarks

• We must sum over all instanton sectors to arrive at the correct result derived from

the Hamiltonian formulation.

• The Euclidean path integral has a well-defined normalization, contrary to claims

sometimes made in textbooks.

• Thus, the instanton number w and the angular momentum m are Fourier/Poisson

dual.

Exercise Groundstates

a.) It is a good exercise to work out the ground-state energy as a function of B. Plot
the groundstate energy.

b.) Which value of m gives the ground state.

Exercise ζ-function computation of the determinant

Scaling the T -dependence out of the action we have the path integral measure:

∫
[dφq]exp[−

∫ 1

0
φq(−

I

2~T

d2

dτ2
)φq] = (2π)Det′−1/2

(− I

2~T

d2

dτ2
) (19.29)

In general if an Hermitian operator O has eigenvalues λn, all of which are assumed to be

nonzero, then we can define a ζ-function determinant by generalizing the finite dimensional

expression

detO = exp[
∑

n

logλn] = exp[− d

ds
|s=0

∑

n

λ−sn ] (19.30)

We define the ζ-function ζO(s) :=
∑

n λ
−s
n which - you have to show! - converges to

an analytic function of s for large real s and has an analytic continuation to s = 0. Then

we define

detO := exp[−ζ ′O(0)] (19.31)
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For O = − I
2~T

d2

dτ2
we have ζO(s) = 2

(
Iπ2

2~T

)s
ζ(2s) and since

ζ(s) = −1

2
+ slog

( 1√
2π

)
+O(s2) (19.32)

we have

Det′(O) := exp[−ζ ′O(0)] =
1

2π4
~T

I
(19.33)

in agreement with (19.25) up to factors of (2π).

19.3 Worldsheet instantons in string theory

In the theory of closed oriented strings one takes the worldsheet to be a closed oriented

Riemann surface Σ. The target space Mn can be, for exmaple R4×K where K is a Calabi-

Yau 3-fold. Then the sectors are classified by [Σ,K]. For example, if Σ = S2, they are

classified by π2(K).

In string theory the target space is often endowed with a (locally defined) 2-form B

and then the 2-dimensional sigma models based on maps φ : Σ→ X has action:

S[φ] =
1

4πℓ2

∫

Σ
‖ dφ ‖2 +2πi

∫

Σ
f∗(B) (19.34)

where ℓ is a constant with dimensions of (spacetime) length, called the string length.

In many important models B is a globally defined closed two-form. Then if Σ is closed,∫
Σ φ

∗(B) only depends on the DeRham cohomology class of B and the map φ∗ : H2(X)→
H2(Σ) ∼= Z . We can then write [B] =

∑
θiei where ei is a basis for the cohomology

with integer periods. Since H2(Σ;Z) = Z for Σ closed and orientable we can define a set of

integers di =
∫
f∗(ei). Thus for example if Σ = P1 then “instanton sectors” will be labeled

by di and weighted by ∏

j

e2πidjθj (19.35)

Exercise The Gaussian model on a torus

Repeat the computation we did for the particle on the ring but for a free scalar field

φ : T 2 → T n where the worldsheet and target space tori are provided with flat fields.

The analog of the Chern-Simons term is the “B-field amplitude”

exp[i

∫
Bmndφ

m ∧ dφn] (19.36)

where Bmn is a constant real antisymmetric matrix.

This is a long computation, but one of great importance in string theory.
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19.4 MORE EXAMPLES

Example: The O(3) nonlinear sigma model, also known as the CP 1 nonlinear sigma model

in two dimensions. Here we have a field ~n defined on R2. The field satisfies a constraint

~n2 = 1 and hence we have a nonlinear sigma model with target S2. Finite action field

configurations fall into components labelled by π2(S
2) = Z, and as we have seen these are

measured by the degree (16.19).

This gives a topological term we can add to the action:

S =
1

λ2

∫
‖ dn ‖2 +iθdeg(n) (19.37)

In this model it is known that θ has important effects on the quantum physics:

1. At θ = 0 the spectrum consists of an O(3) triplet of massive particles.

2. At θ = π the spectrum consists of an SU(2) doublet of massless particles.

θ = 0, π are distinguished because these are the two values which preserve CP .
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