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Abstract. The quantum Hall effect is a typical realization of topological effects in condensed
matter physics. In this article, some of the topological aspects of the quantum Hall effect are
reviewed. For the lattice fermions, the Hall conductance of the system is expressed in terms of
two different topological invariants. One is the famous TKNN integer which is related to the
bulk state. The other is the winding number of the edge state on the complex-energy surface
which is generally a high-genus Riemann surface. We will describe them in detail.

Therefore we have two topological expressions for the Hall conductance. Actually these
two expressions give the same integer, although they look quite different. This means that one
can explain the quantum Hall effect by using either the edge states or the bulk states, that is,
σ

edge
xy = σ bulk

xy .

1. Introduction

In the past few decades, topology has played an important role in condensed matter
physics [1]. In many cases, topological invariants have emerged as a consequence of
the quantization of classical mechanics. Dirac’s magnetic monopole [2, 3], the vortex in
type II superconductors [4], and the Aharonov–Bohm effect [5] are old examples. In these
examples, the quantizations can be discussed in a geometrical language. Once the observable
is written as a discrete topological number, it is stable against a weak perturbation since
small continuous changes cannot modify the physical result discretely.

Recently, the topological discussion of the quantum mechanical phase has again become
a focus in several different fields. Since the discovery of Berry’s phase in an adiabatic
process [6], many studies have been carried out, and they are interpreted using the concept
of the geometrical phase[1].

In the quantum Hall effect (QHE), the Hall conductanceσxy is quantized with extremely
high accuracy [7]. Therefore it is natural to look for a topological interpretation for the
effect. In this article, we aim to review some of the topological aspects of the QHE.

The effect of the magnetic field on an electronic system is an old problem and several
studies were carried out before the discovery of the QHE. We should mention the pioneering
work by Zak where the topological aspect of the problem is discussed by using magnetic
translation operators [8]. A magnetic field implies a non-local effect, since the physically
important quantity is not the magnetic field but the vector potential that describes the
magnetic field. This is also the origin of the Aharonov–Bohm effect, in which the existence
of a non-zero vector potential gives a physical effect even if the magnetic field is zero [5]
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Since the discovery of the QHE, important topological investigations have been
performed. The famous gauge invariance argument of Laughlin [9] is fundamental to the
phenomena, and its relationship with the edge states which are localized near the sample
edges is stressed by Halperin [10]. One might think that the effect on the edges has only a
secondary effect on the physics. However, this is not the case. It is essentially important
in the QHE. One neglects the effect of the edges in a naive thermodynamic limit. Such a
procedure cannot be justified here since the existence of the edges changes the topology of
the system, and this gives completely different physics.

The problem acquires a richer structure when one considers the effect of the magnetic
field on a lattice which can be a model for electrons with a periodic potential. This was
discussed by Azbel [11] and later by Hofstadter [12], and Wannier [13]. The topological
aspect of the QHE with a periodic potential was first discussed by Thouless, Kohmoto,
Nightingale, and den Nijs [14]. In this famous work, the topological character of the system
is described in terms of the bulk state, and a topological expression for the Hall conductance
is given by the bulk state (the ‘TKNN’ integer). The Hall conductance is given by the Chern
number over the magnetic Brillouin zone [14, 15]. This is a bulk theory. Recently, the
topological aspect of the edge state on the lattice was also discussed by the present author,
where the Hall conductance is given by using the edge states (the ‘winding number’) [16].
The work is motivated by the work [10] and a trial to find a topological meaning for the
Hall conductance (in terms of edges). This is an edge theory. Thus we have two topological
expressions for the Hall conductance. Here a natural question is that of whether there is
a relationship between the two. This is clarified also. The two topological expressions in
terms of the bulk states and the edge states, which look quite different, actually give the
same integer [17, 18]. We try to explain this in this article.

Now, at the end of this introduction, we mention recent developments in algebraic
aspects of the effects of the magnetic field [19–21]. In addition to the topological aspect,
a mathematically new type of algebraic structure, the ‘quantum group’, is hidden in
the problem. Generators of the quantum group have non-trivial commutation relations,
related to the commutation relations of covariant translations. The quantum group has one
parameter characterizing the algebraic structure which is given by eiφ/2, whereφ is the flux
per plaquette. In this sense, we may say that the geometrical phase of the system also
characterizes the algebraic structure of the system.

The QHE can be divided into two cases: the integer case and the fractional case. The
Hall conductance is quantized at integer values or fractional values, respectively. Although
the discussion in this article is mainly of the integer case, we will briefly comment on the
fractional case, using Jain’s construction or adiabatic heuristic arguments (see references
[22–24]). This argument is also topological, and all of the results for the integer QHE can
be mapped onto the fractional QHE by using it [25].

In section 2, we discuss the symmetries of the system, focusing on the geometrical
aspect of the electronic system in a magnetic field. In section 3, Laughlin’s argument for
the integer QHE is briefly reviewed. Also the importance of the edge state, first stressed
by Halperin, is demonstrated. These can be understood as important topological aspects of
the QHE. When one considers the system on the lattice, topological aspects of the QHE
are clearly demonstrated in interesting ways. In section 4, the Hall conductanceσxy of the
bulk state on a lattice is reviewed and its topological meaning is discussed. Hereσxy is
given by the total vorticity defined as the phase of the Bloch state in the magnetic Brillouin
zone. This is the famous topological invariant (the ‘TKNN’ integer). On the other hand,
when one considers the effect of edges on the lattice, the Hall conductance of the edge
state is also described by another topological invariant. This is defined on the complex-
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energy surface of the problem which is a high-genus Riemann surface in general. On the
surface, the edge states give zero points of the wavefunction and their winding number on
the Riemann surface gives the Hall conductance. This topological description of the Hall
conductance in terms of the edge states is given in section 5. Now the Hall conductance of
the system is described by two topological invariants. One is related to the bulk states and
the other is related to the edge states. Although the two topological invariants are apparently
quite different, they are closely related, as will be discussed in section 6. In section 7, the
adiabatic heuristic argument is briefly reviewed. We include several appendices to make
the review self-contained.

2. Symmetry and the geometrical aspect of an electronic system with a magnetic field

Let us first discuss the symmetries of an electronic system in a magnetic field. The
Hamiltonian of a system with a uniform magnetic fieldB is given by

H = 1

2m
(52

x +52
y) (1)

5α = −i h̄ ∂α + eAα (α = x, y) (2)

A = Aα dxα (3)

dA = B dx × dy. (4)

When the magnetic field is not zero, the momenta along thex- and y-directions,5x and
5y , do not commute with each other:

[5x,5y ] = −i
h̄2

l2
(5)

l =
(
h̄

eB

)1/2

. (6)

It is convenient to introduce a bosonic operatora ([a, a†] = 1) via

5x = h̄
l

1

i
√

2
(a − a†)

5y = h̄
l

1√
2
(a + a†).

(7)

Then the Hamiltonian (1) is expressed as the equation for a harmonic oscillator, given by

H = h̄ωc
(
a†a + 1

2

)
(8)

ωc = eB

m
(9)

which describes the Landau level with Landau gap ¯hωc. This two-dimensional Hamiltonian
has other constants of the motion:‘guiding centre’ operatorsRx,y , commuting with the
Hamiltonian [26]:

[H,Rx,y ] = 0 (10)

Rx = x − l
2

h̄
5y (11)

Ry = y + l
2

h̄
5x. (12)
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In general, each of the guiding centre operatorsRx,y operates non-trivially on the eigenstate
of the Hamiltonian (1) which introduces the Landau degeneracy. Since the guiding centre
operatorsRx andRx do not commute with each other, one can only diagonalize a linear
combination of them. The convenient choice for the linear combination depends on an
explicit gauge choice, and a suitable combination helps in a geometry-dependent discussion.
When one discusses a cylindrical geometry with the Landau gauge,A = B(0, x) (periodic
in y and finite inx), it is useful to diagonalizeRx . On the other hand, when one uses
a disc geometry with a symmetric gauge,A = B(−y, x)/2, it is useful to diagonalize
R2 = R2

x + R2
y .

We focus on two important symmetries of the system. One is the local U(1) gauge
symmetry given by

A′ = A+ dχ

−i h̄ ∂ ′α = −i h̄ ∂α − e ∂αχ.
(13)

The invariance of the Hamiltonian (1) is obvious.
Here let us define the covariant translation operatorsTx,y(a) [8]

Tα(a) = eia5α (14)

which satisfy

T −1
x (a)T −1

y (b)Ty(b)Tx(a) = e−iab/l2. (15)

Hence, cyclic evolution of the covariant translation operator gives a non-trivial phase:

P exp

(
i
1

h̄

∮
C

dxα 5α

)
= exp

(
−i
SC

l2

)
(16)

whereSC is the area enclosed by the curveC andP is a path ordering [8]. When there
is a non-zero magnetic field, a simple translation of a particle is non-trivial and causes a
non-zero phase change of the wavefunction. This phase equation (16) is the geometrical
phase which is the origin of the topological character of the problem.

The other important symmetry is given by the magnetic translation operatorsT̂x and T̂y
defined as [8, 27]

T̂α = eia5̂α (17)

5̂α = 5α + (B × r)α (18)

5̂x = 5x − By (19)

5̂y = 5y + Bx. (20)

Each of theT̂x and T̂y commutes with the Hamiltonian:

[H, T̂x ] = [H, T̂y ] = 0 (21)

althoughT̂x and T̂y do not commute with each other: [T̂x, T̂y ] 6= 0.
These two symmetries (U(1) and the magnetic translations) are the most important

characteristics of the system. In the following, we try to reformulate the theory for the
lattice while preserving the symmetries. We prefer a lattice theory since there is no ambiguity
related to the cut-off. By taking an appropriate limit, one can always recover the continuum
theory. Therefore, the lattice theory includes more information. Also, physically, the effect
of the lattice can be understood as that of a periodic potential in a crystal. By using a recently
developed experimental technique, these periodic structures can be realized in some realistic
mesoscopic systems (for example, ‘quantum dots’ and ‘super-atoms’). When one considers
the lattice system, it has two fundamental areas. One is the area of the minimum lattice
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plaquette and the other is the magnetic areal2. The existence of these two quantities can
bring out very rich structures when the ratio is not rational [28].

In a lattice system, electrons in a magnetic field can be described by the tight-binding
Hamiltonian

H = Tx + Ty + T †x + T †y (22)

whereTx andTy are thecovariant translationoperators defined by

Tx =
∑
m,n

c
†
m+1,ncm,ne

iθxm,n (23)

Ty =
∑
m,n

c
†
m,n+1cm,ne

iθym,n (24)

wherecm,n is the annihilation operator for an electron at site(m, n). The phase factorsθxm,n
andθym,n are related to the flux per plaquetteφm,n at (m, n) by

rot(m,n)θ = 1xθ
y
m,n −1yθ

x
m,n = 2πφm,n (25)

where the difference operators1x and1y operate on a lattice functionfm,n as follows:

1xfm,n = fm+1,n − fm,n (26)

1yfm,n = fm,n+1− fm,n. (27)

This lattice HamiltonianH also has a local U(1) gauge symmetry, i.e., it is invariant under

ci → �ici (28)

eiθij → �ie
iθij �−1

j (29)

|�j | = 1 ∀j = (m, n). (30)

The form of the Hamiltonian above is sometimes interpreted as an approximation, the so-
called Peierls substitution. One might consequently be concerned about the accuracy of the
approximation. However, since the model above has the same symmetry as the continuum
model, the present lattice Hamiltonian has a fundamental importance beyond that of a simple
approximation. In figure 1, the energy spectrum of the lattice system is shown.

This is the famous Hofstadter butterfly diagram which includes a rich structure [12].
In the weak-field limitφ → 0 and in the low-density limit, the spectrum appears to be
composed of many straight lines. Actually it gives the Landau level in the continuous limit.
(See appendix A.)

Next let us consider the symmetry which is related to the translations of the lattice
system. (See reference [29].) The covariant translationsTx andTy do not commute with
each other. For a one-particle state|9m,n〉 = c†m,n|0〉 which is localized at the site(m, n),
their operation is as follows:

TyTx |9m,n〉 = ei2πφm,nTxTy |9m,n〉. (31)

In the following, we choose a special gauge. In this case, there is an important
symmetry of the Hamiltonian, described by the magnetic translation operatorsT̂x and T̂y
which commute with the Hamiltonian:

[H, T̂x ] = [H, T̂y ] = 0. (32)

They are explicitly given by

T̂x =
∑
m,n

c
†
m+1,ncm,ne

iχxm,n (33)

T̂y =
∑
m,n

c
†
m,n+1cm,ne

iχym,n (34)
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Figure 1. The energy spectrum of the lattice Hamiltonian with a uniform magnetic field as a
function of the flux per plaquette.

where the phasesχx,ym,n satisfy the relations

1xχ
x
m,n = 1xθ

x
m,n (35)

1yχ
x
m,n = 1xθ

y
m,n (= 1yθ

x
m,n + 2πφm,n) (36)

1xχ
y
m,n = 1yθ

x
m,n (= 1xθ

y
m,n − 2πφm,n) (37)

1yχ
y
m,n = 1yθ

y
m,n. (38)

In the parentheses, we have used equation (26) and equation (27). We can easily solve them
to give

χxm,n = θxm,n + 2πnφm,n (39)

χym,n = θym,n − 2πmφm,n (40)

which are gauge dependent.
In the following, let us assume that the magnetic field is uniform and rational, that is,

φm,n = φ = p/q (41)
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with mutually prime integersp andq. We select a Landau gauge:

θxm,n = 0 θym,n = 2πφm. (42)

These do not commute with each other. However, one can explicitly check thatT̂
q
x

and T̂y commute with each other. Thus we can have simultaneous eigenstates|kx, ky〉
of H , T̂ qx and T̂y , which are specified by the momentum in the magnetic Brillouin zone
(06 kx 6 2π/q, mod 2π/q, 06 ky 6 2π , mod 2π ) (the Bloch theorem), as follows:

H |kx, ky〉 = E(kx, ky)|kx, ky〉 (43)

T̂ qx |kx, ky〉 = eiqkx |kx, ky〉 (44)

T̂y |kx, ky〉 = eiky |kx, ky〉. (45)

3. Quantization of the Hall conductance using the gauge invariance: Laughlin’s
theory and Halperin’s edge states

The Hall conductance has a fundamental topological meaning, as first pointed out by
Laughlin in his gauge invariance argument [9]. The effect of edges is essential in the
argument which was stressed by Halperin [10]. We review these results briefly.

Figure 2. The cylindrical geometry for using the gauge invariance given by Laughlin. In
addition to the magnetic fieldB, there is an Aharonov–Bohm flux8 through the hole.

In a cylindrical geometry (figure 2), the Hall current along the cylindrical directionIy
is given by

Iy = ∂E

∂8
(46)

whereE is the total energy of the system and8 is the Aharonov–Bohm (AB) flux through
the hole of the cylinder [4]. This is known as a Byers–Yang formula. Here let us discretize
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Figure 3. A schematic energy diagram for the Landau levels and edge states in a continuous
theory.

this formula as

Iy = 1E

18
(47)

and take the difference in8, 18, as the flux quantum80 = h/e, where we setc = 1
(we use this convention throughout this article). In a physical situation, let us consider an
adiabaticprocess to change the AB flux by just one flux quantum80 very slowly, to keep
the state in the ground state of the snapshot Hamiltonian. Here we assume that the Fermi
energy is in the energy gap or in the energy region of the localized states. When the change
is adiabatically slow (the energy gap is sufficiently large), the systems before and after the
process are gauge equivalent via the so-called ‘large’ gauge transformation (see appendix
B). Therefore the electronic spectrum is unchanged. A possible effect of this process is that
some electrons are carried from the left-hand (right-hand) edge to the right-hand (left-hand)
edge. Such a number of electrons is, of course, an integer (we cannot specify the integral
value, however) and we denote it asn. The change of the AB flux can be understood as the
electric field along the transverse directionx, and we denote the voltage across the cylinder
by Vx . Then the energy cost of the process is given by1E = neVx (18 = 80). Therefore
using equation (46), we have for the Hall conductanceσxy = −σyx = Iy/Vx :

σxy = −ne
2

h
. (48)

By this beautiful argument, the integral quantization of the Hall conductance is demonst-
rated explicitly. We only use the gauge symmetry which is preserved even in the system
with randomness. A necessary condition of the argument is the validity of the adiabatic
assumption used above, which is justified when there is an energy gap between the ground
state and the excited state. Usually in the integer QHE, this energy gap can be identified as
the Landau gap. Therefore this argument is stable unless the randomness is strong enough
to collapse the Landau gap.

This is beautiful and essential in the QHE. However, one cannot obtain the quantized
valuen from this gauge invariance argument, above. In a continuous system, this value is
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fixed by Halperin as the integernfilled, wherenfilled is the number of bulk Landau levels which
are below the Fermi energy [10]. This is explained as follows. When one takes the Landau
gauge and diagonalizes the guiding centre along thex-direction,Rx , each one-particle state
is specified by the momentum along they-direction,ky . In this gauge,Rx = −l2ky and the
corresponding wavefunction is localized nearx = 〈Rx〉 = −l2ky in a stripe shape. For the
bulk states (states with〈Rx〉 away from the edges), different states with momentumky span
a basis of the Landau level even when there is randomness. On the other hand, localized
states near the edges feel an edge potential and generally have high energies compared
with those of the bulk states. Therefore the Landau levels have finite slopes near the edges
(see figure 3). If the cylinder has a finite lengthLy along they-direction, the momentum
ky = 2πny/Ly is discretized and the AB flux also enters the problem in the form

ky + 2π
8

80

1

Ly
= 2π

ny +8/80

Ly
ny : integer. (49)

Therefore, changing the AB flux by one flux quantum shifts theky to the neighbouring
one, which corresponds to shifting the state spatially by(2π/Ly)l2 in this gauge. (See the
later discussion for the lattice system.) From figure 3, one can confirm that the number of
states, which are carried form the left to the right during Laughlin’s adiabatic process, is
the number which are filled Landau levels,nfilled. Therefore,

σxy = nfilled
e2

h
. (50)

This is the explanation of the QHE, in terms of edge states in the continuous system.
This gauge-invariant, edge-dependent argument is one of the topological aspects of the

QHE.

4. The topological meaning of theσxy in terms of bulk states: Chern numbers on
the Brillouin zone

The importance of gauge invariance which was revealed by Laughlin [9] and Halperin [10]
is one of the topological effects in the QHE. When one considers the system on a lattice,
another topological meaning of the Hall conductance becomes clear which originates from
the non-commutativity of the magnetic translation operators. Therefore we may say that
the geometrical phase of the system gives another topological aspect of the QHE. This
topological character of the Hall conductance was first established by Thouless, Kohmoto,
Nightingale and den Nijs (TKNN) [14, 15, 30–33] for the bulk state [14], and later its
meaning in relation to the edge states was discovered by the present author [16–18]. In this
section, we will review the TKNN theory and discuss the topological meaning of the Hall
conductance using the bulk state language.

Let us focus on the dc Hall conductanceσxy , since we can clearly demonstrate the
topological origin via the adiabatic approximation [30]. (Also we can derive a general
expression for the conductance via the Kubo formula [34, 35]. It is, however, not topological
in general as shown later.)

We impose a periodic boundary condition on anLx×Ly lattice. The effect of an external
electric field applied along thex-direction is included in the problem viaEx = −∂Ax/∂t .
The AB flux, 8, along they-direction is also considered. Then, the Hamiltonian is time
dependent and is given by

H(t,8) = Tx exp

(
−i 2π

Ex

80
t

)
+ Ty exp

(
i 2π

8

80

1

Ly

)
+ HC (51)
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where80 = h/e is the flux quantum.
The current operator along they-direction is given by

Iy = ∂H

∂8
= i

e

h̄

1

Ly
Ty + HC. (52)

In the Landau gauge,θxmn = 0, θymn = 2πφm, the Hamiltonian and the current operators
are written in the momentum representation as

H(t,8) = LxLy
∫ π

−π

dkx
2π

∫ π

−π

dky
2π

H(k, t, 8) (53)

H(k, t, 8) = exp

(
i

(
kx + 2π

Ex

80
t

))
c†(k)c(k)

+ exp

(
−i

(
ky − 2π

8

80

1

Ly

))
c†(k +1k)c(k)+ HC (54)

where 1k = (2πφ, 0). Here we have used the fact that there are two translational
symmetries, in both thex- andy-directions. (This is not the case when there is an edge.)
Since

∂

∂8
H(k, t, 8) = − 2π

80Ly
∂kyH(k, t, 8) = −

1

Ly

e

h̄
∂kyH(k, t, 8) (55)

we have another expression for the current operator:

Iy = −Lx e
h̄

∫ π

−π

dkx
2π

∫ π

−π

dky
2π

∂kyH(k, t, 8). (56)

To obtain the ground state,|G(t)〉, of the time-dependent Hamiltonian,H(t,8), using the
adiabatic approximation, let us expand|G(t)〉 in a complete set of the eigenstates|α(t)〉 of
the snapshot Hamiltonian

H(t,8)|α(t)〉 = Eα(t)|α(t)〉 (57)

as

|G(t)〉 = exp

(
− i

h̄

∫ t

0
dt ′ Eg(t ′)

)∑
α

aα(t)|α(t)〉. (58)

WhenEg(t) is energetically well separated from the rest of the spectrum ofH(t,8), we
can approximately integrate the Schrödinger equation to obtain the coefficientsaα(t). The
result is written as

|G(t)〉 = eiγBerry exp

(
− i

h̄

∫ t

0
dt ′ Eg(t ′)

)(
|g(t)〉 + i h̄

∑
α 6=g

|α(t)〉〈α(t)|∂tg(t)〉
Eα(t)− Eg(t)

)
(59)

iγBerry =
∫

dt 〈α|α̇〉 (60)

whereg(t) is the lowest eigenstate of the snapshot Hamiltonian andγBerry is the Berry phase
associated with the present adiabatic process [23]. (γBerry is not important in the following
argument.)

To justify the adiabatic approximation, the existence of an energy gap is crucial. The
ground state has to be separated for the rest of the eigenstates by a finite energy gap.
Alternatively, the matrix element could be negligible, which is the case when the Fermi
energy is in the energy region of the localized states. We assume that the flux per plaquette
φ is rational,φ = p/q, with coprime integersp andq. Then the energy spectrum consists of
q energy bands. Each energy band corresponds to the Landau level in the continuous limit.
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(See appendix A.) Then equation (57) is reduced to aq×q matrix eigenvalue equation with
parametersk = (kx, ky):

q∑
j=1

hi,j (k, t)ψ
l
j (k, t) = εl(k, t)ψl

i (k, t) (61)

whoselth eigenvalue gives the energy of thelth bandεl(k, t). Now the parameterskx and
ky run in kx ∈ [0, 2π/q] andky ∈ [0, 2π ], which defines the magnetic Brillouin zoneT 2

MBZ.
We assume that the Fermi energy is in thej th energy gap. Then the ground state|g(t)〉 is
explicitly written as

|g(t)〉 =
∏
k

j∏
l=1

c†(k, l)|0〉 (62)

c†(k, l) =
q∑

m=1

ψl
j c
†(kx + 2πm/q, ky) (63)

whereψl
j is a coefficient of the eigenvector in equation (61).

The current along they-direction in the ground state is evaluated within the adiabatic
approximation as

〈Iy〉 = 〈G|Iy |G〉 − 〈g|Iy |g〉 (64)

= Lx ie
∫
T 2

MBZ

d2k

(2π)2
∑
α 6=g

〈g|∂kyH |α〉〈α|∂tg〉 − 〈∂tg|α〉〈α|∂kyH |g〉
Eα − Eg (65)

= ExLx ie

2π80

∫
T 2

MBZ

d2k
∑
α 6=g

〈g|∂kyH |α〉〈α|∂kx g〉 − 〈∂kx g|α〉〈α|∂kyH |g〉
Eα − Eg (66)

= Vx e
2

h

1

2π i

∫
T 2

MBZ

d2k
∑
α 6=g
〈g|∂kyα〉〈α|∂kx g〉 + 〈∂kx g|α〉〈α|∂ky g〉 (67)

= Vx e
2

h

1

2π i

∫
T 2

MBZ

d2k (〈∂kx g|∂ky g〉 − 〈∂ky g|∂kx g〉) (68)

where we have used the relationsVx = ExLx , ∂tH = −2π(Ex/80) ∂kxH and〈α|∂kyH |β〉 =
(Eβ − Eα)〈α|∂kyβ〉. Since the Hall conductance satisfiesσxy = −σyx , we obtain

σ j,bulk
xy = −e

2

h

1

2π i

∫
T 2

MBZ

dki × dkj 〈∂ki g|∂kj g〉 (69)

= −e
2

h

1

2π i

∫
T 2

MBZ

dkx dky (∇k × 〈g|∇kg〉)z. (70)

Since the ground state|g〉 is a filled Fermi sea belowEF , it also can be written as

σ j,bulk
xy = e2

h

j∑
l=1

Cl (71)

Cl = − 1

2π i

∫ ∫
T 2

MBZ

dkx dky [∇k ×Al(k)]z (72)

with

Al(k) =
q∑

m=1

ψl
m

∗
(k)∇kψ

l
m(k). (73)
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This is the formula obtained by TKNN [14, 15, 30]. Now let us discuss the topological
meaning of the above expression.

An important observation here is that the magnetic Brillouin zoneT 2
MBZ is topologically

a torus rather than a rectangle [15]. Since a torus does not have a boundary, an application
of Stokes’s theorem to equation (72) would giveσxy = 0 if Al(k) were well defined on
the entire torusT 2

MBZ. A possible non-zero value ofσxy is a consequence of a non-trivial
topology ofAl(k). In order to better understand the relevant topology, let us examine the
effect of a phase transformation of the wavefunction:

ψl(k)′ = eif (k)ψl(k) (74)

wheref (k) is an arbitrary smooth function ofk over the Brillouin zone. The corresponding
‘gauge’ transformation forAl(k) is

Al(k)′ = Al(k)+ i∇kf (k) (75)

which leavesσxy invariant. The non-trivial topology arises when the phase of the wave-
function cannot be determined uniquely and smoothly over the entire Brillouin zone. The
gauge transformation defined above implies that the overall phase of the wavefunction can be
chosen arbitrarily. It can be determined, for example, by demanding that theqth component
of |k, l〉 be real. However, this is not enough to fix the phase over the Brillouin zone, when
ψl
q(k) vanishes at some points. Let us denote these zeros byk∗s with s = 1, . . . , N , and

define small regions around the zeros byRεs = {k ∈ T 2
MBZ

∣∣|k − k∗s | < ε, 9
j
q (k∗s ) = 0},

ε > 0. We may adopt a different phase convention inRs so that another component, for
example,ψl

1(k), is real. (We denote it as|k, l〉′.) Then the overall phase is uniquely
determined over the entire Brillouin zoneT 2

MBZ. At the boundaries,∂Rs , we have a phase
mismatch:

|k, l〉′ = eif (k)|k, l〉. (76)

By using the above formulae for gauge transformation, equations (74), (75), we have [15]

σ lxy = −
N∑
s=1

ns (77)

ns = 1

2π

∮
∂Rs

∇f (k). (78)

Here thenss must be integers since all of the state vectors must fit together when we complete
full closed paths around eachRs . This implies that the zeros of a certain component of the
Bloch function define vortices in the Brillouin zone, whose integral vorticities contribute to
the Hall conductance. While the phase of the wavefunction depends on the phase convention
(gauge choice), the total vorticity is a gauge-invariant quantity. In this way, in principle,
counting the total vorticity of the U(1) phase of the Bloch wavefunction gives the bulk Hall
conductance. We use the above expression later to discuss the relationship between the bulk
Hall conductanceσ bulk

xy and the edge Hall conductanceσ edge
xy .

Before closing this section, we comment on the frequency-dependent conductance,
including the longitudinal one. General expressions for the conductance tensors can be
obtained by using the Kubo formula. We simply cite the results here [35]. (Some of the
results are also obtained in reference [34].) They are expressed as

σxy(ω) = σ top
xy + σSxy(ω) (79)

σ top
xy =

1

2π i

∫
MBZ

d2k
∑
l

f l(k)∇× 〈k, l|∇|k, l〉 (80)
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σSxy(ω) =
1

2π i

∫
MBZ

d2k
∑
l 6=l′

vll
′

x (k)v
l′l
y (k)

f l
′
(k)− f l(k)

(El(k)− El′(k))2
h̄ω

h̄ω − i0+ El′(k)− El(k) .

(81)

SinceσSxy(ω = 0) = 0, the static Hall conductivity is given byσ top
xy which is given by a

topological invariant. The longitudinal conductivityσxx(ω) is given by

σxx(ω) = σDxx(ω)+ σSxx(ω) (82)

σDxx(ω) =
1

2π i

∫
MBZ

d2k
∑
l

|vllx (k)|
2
δ(EF − El(k)) 1

h̄ω − i0
(83)

σSxx(ω) =
1

2π i

∫
MBZ

d2k
∑
l 6=l′
|vll′x (k)|

2 f l
′
(k)− f l(k)

(El(k)− El′(k))2
h̄ω

h̄ω − i0+ El′(k)− El(k) (84)

whereσDxx(ω) is the so-called Drude term andσSxx(ω) is the contribution from interband
scattering processes. The real parts are evaluated as

ReσDxx(ω) = D(q)δ(h̄ω) (85)

D(q) = 1

2

∫
MBZ

d2k
∑
l

|vllx (k)|
2
δ(EF − El(k))

=


1

2

∮
Em(k)=EF

dk |vmmx (k)|2 1

|∇Em(k)| (EF is in themth band)

0 (EF is in the energy gap).

(86)

and

ReσSxx(ω) =
1

2

∫
MBZ

d2k
∑
l 6=l′
|vll′x (k)|

2{f l′(k)− f l(k)}δ(h̄ω + El′(k)− El(k)) 1

h̄ω

= 1

2h̄ω

∑
l 6=l′,El>EF>El′

∮
El(k)−El′ (k)=h̄ω

dk |vll′x (k)|
2 1

|∇(El(k)− El′(k))| (87)

wheref l(k) = θ(EF − El(k)). Only the zero-frequency Hall conductance has any topo-
logical meaning.

5. The topological meaning of theσxy in terms of edge states: winding numbers on
the complex-energy surface

The topological meaning of the Hall conductance of the Bloch states (bulk state) is clear,
as discussed in the previous section. The Bloch state is defined in the periodic system. One
can also define it when the system size is infinite. In any case, the system does not have
a boundary. In this sense, the Bloch state is considered as a bulk state. In the discussion
of the quantized Hall effect, however, the importance of edge states was pointed out at the
beginning [10].

The Hall conductance can be expressed in terms of the edge states on the lattice system,
as has been done by Halperin for the continuous system. Then the natural question is that
of whether or not the Hall conductance of the edge state has topological meaning. In this
section, we give the answer to this question. Itdoeshave a topological meaning, which is
completely different from the bulk one (TKNN) [16].
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5.1. Setting up the cylindrical system

To realize the system with edges on a lattice, let us consider a cylindrical system (figure 4).
This geometry has been treated numerically by several authors [36–40]. We try to discuss
the problem analytically as far as possible.

In this section, let us start from the tight-binding Hamiltonian written in the following
form:

H = −
Lx−2∑
m=1

Ly∑
n=1

[txc
†
m+1,ncm,n + tyei(2π8/80)/Ly c

†
m,n+1ei2πφmcm,n] + HC. (88)

We assume that the system size isLy along they-direction and impose a periodic boundary
condition in they-direction. The factor ei(2π8/80)/Ly represents the flux8 (in units of flux
quanta,80 = hc/e) through the hole (figure 4).

We use a momentum representation in they-direction:

cm,n = 1√
Ly

∑
ky

eikyncm(ky) (89)

whereky takes the discrete valuesky = 2πny/Ly, ny = 1, . . . , Ly . Then the Hamiltonian
is given as

H =
∑
ky

H(ky) (90)

H(ky) = −tx
Lx−2∑
m=1

[c†m+1(ky)cm(ky)+ c†m(ky)cm+1(ky)]

−2ty
Lx−1∑
m=1

cos

(
ky − 2π

8

80Ly
− 2πφm

)
c†m(ky)cm(ky). (91)

For a one-particle state|9(ky,8)〉 =
∑

m 9m(ky,8)c
†
m(ky)|0〉, the Schr̈odinger equation

H |9〉 = E|9〉 is reduced to that of a one-dimensional problem with parametersky and8:

−tx{9m+1(ky,8)+9m−1(ky,8)} − 2ty cos

(
ky − 2π

8

80Ly
− 2πφm

)
9m(ky,8)

= E9m(ky,8). (92)

It is the Harper equation which has been discussed in various different contexts [41, 12, 13].
The boundary condition for realizing the cylindrical geometry is

90 = 9Lx = 0. (93)

The energy spectrum of the system is determined by equation (92) and equation (93). We
solve this eigenvalue equation using a transfer matrix. Let us write equation (92) in the
following matrix form:(

9m+1(ε, ky,8)

9m(ε, ky,8)

)
= M̃m(ε, ky,8)

(
9m(ε, ky,8)

9m−1(ε, ky,8)

)
(94)

M̃m(ε, ky,8) =
(−ε − 2r cos(ky − 2π8/80Ly − 2πφm) −1

1 0

)
(95)

whereε = E/tx is a reduced energy andr = ty/tx represents the anisotropy of hopping.
(We do not explicitly write in theky- and8-dependence in the following.) We assume that
the system size along thex-direction is commensurate with the flux; that is, we assume
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Figure 4. The Laughlin–Halperin geometry. We assume that the system is on a square lattice.
The system is periodic along they-direction and there are two edges,x = 1 andx = Lx − 1,
along thex-direction.

Lx = ql for some integerl. This assumption is needed just for technical reasons. Then,
we get a reduced form of the transfer matrix:

(
9Lx+1(ε)

9Lx (ε)

)
= [M(ε)]l

(
91

90

)
(96)

M(ε) = M̃q(ε)M̃q−1(ε) · · · M̃2(ε)M̃1(ε) =
(
M11(ε) M12(ε)

M21(ε) M22(ε)

)
(97)

whereM11(ε),M12(ε),M21(ε) andM22(ε) are polynomials inε of degreeq, q − 1, q − 1
andq − 2, respectively.

All of the solutions of equation (92) with various boundary conditions are obtained
for various choices of90 and91. The eigenvalue problem equation (92) is replaced by
an algebraic equation using this transfer matrix. When the boundary conditions along the
x-direction are90 = 0 and9Lx = 0, we can choose90 = 0 (and91 = 1 to fix the
normalization). Then, the energy eigenvalues are determined by(M(ε)l)21 = 0, since
9Lx (ε) = (M(ε)l)21. From a direct calculation, we know that(M(ε)l)21 is a polynomial in
ε of degreeLx − 1 and hasLx − 1 real roots, since they are eigenvalues of the Hermitian
Hamiltonian.

By this procedure, the problem of two-dimensional electrons in a uniform magnetic field
is reduced to a one-dimensional problem with the parametersky and8. This is related to
the discrete Hill equation, and several studies have been done in the context of non-linear
lattice theory [42–45].
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5.2. Analytic continuation of the energy: the energy band and the edge state

In this section, we investigate the spectrum of the one-dimensional problem given by the
previous section, paying special attention to the edge states. The boundary condition of our
problem is

9Lx = 90 = 0. (98)

The spectrum of the problem is discrete and is given by the roots of the(qLl−1)th algebraic
equation

(M(ε)l)21 = 0. (99)

First we point out that solutions of

M21(ε) = 0 (100)

satisfy equation (99), since a product of tri-diagonal matrices is also tri-diagonal. We write
the solutions of equation (100) asµj (µi < µj , i < j) [46], which are energies of edge
states as we see below.

In fact, equation (100) determines the energies of the edge states. When we set90 = 0
and91 = 1 in equation (96), we get

9qk+1(µj ) = [M11(µj )]
k. (101)

If we use the usual normalized wavefunction [47] (
∑

m=1,Lx−1 |9m|2 = 1) and the number
of sitesLx − 1 is sufficiently large, this means that the state is exponentially localized at
the edges:

|M11(µj )| < 1: localized atx ≈ 1 (left-hand edge) (102)

|M11(µj )| > 1: localized atx ≈ Lx − 1 (right-hand edge). (103)

This proves thatµj is the energy of the edge state. (When|M11(µj )| = 1, the edge state is
degenerate with the bulk state. However, this does not occur generally. This phenomenon
is important in its relation to the bulk topological discussion.) Equation (100) means that
the wavefunction satisfies

9q = 0 90 = 0. (104)

This is a boundary condition of ag-sites (g = q − 1) problem with equation (92). The
eigenvalues of theg × g matrix determine the energies of the edge states in this way.

There is an important relationship between the spectrum of this fixed-boundary system
and that of the infinite periodic system [42, 43]. If we consider the system as infinite
along thex-direction instead of having edges, the one-dimensional Hamiltonian (92) has
a translational invariance of periodq. Then the Bloch (Floquet) theorem requires that the
wavefunction of this infinite-size system satisfies

9m+q(ε) = ρ(ε)9m(ε) |ρ(ε)| = 1. (105)

This should be compared with equation (104). By applying this equation form = 0 and 1,
one obtains thatρ is an eigenvalue ofM and thatρ is a solution of

ρ2−1(ε)ρ + 1= 0 (106)

where

1(ε) = TrM = M11(ε)+M22(ε). (107)

We have used the fact that

detM(ε) = M11(ε)M22(ε)−M12(ε)M21(ε) = 1 (108)
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since detM̃m(ε) = 1 for all m.
There have been many investigations of the spectrum of this periodic problem and we

know that it consists of theq energy bands (continuous spectrum) [14, 30, 11–13, 48, 49]

ε ∈ [λ1, λ2], . . . , [λ2j−1, λ2j ], . . . , [λ2q−1, λ2q ] (λi 6 λj , i < j). (109)

These energy bands are determined by the condition

[1(ε)]2 6 4. (110)

On the other hand, the energies of the edge statesµj satisfyM11M22 = 1 by equation (100)
and equation (108). Then we have, by equation (107),

[1(µj )]
2 =

(
M11+ 1

M11

)2

> 4. (111)

This means thatµj lies in the energy gaps or at the band edges. Furthermore, we can show
that each gap has only one edge state [42, 43]:

µj ∈ [λ2j , λ2j+1] j = 1, . . . , g (= q − 1) (112)

where [λ2j , λ2j+1] is the j th energy gap from below. (See appendix C.)
Notice that the boundary condition of our problem is not equation (104), but equation

(98). Equation (98) has many solutions other than the solutions of equation (100). But we
can show that these extra solutions are in the energy band regions. Therefore they are not
the edge states, but are bulk states if the system is sufficiently large.

In the above discussion, we considered the infinite system with periodq. But it is also
possible to consider the infinite system with periodLx (= lq). In this picture, the spectrum
is composed ofLx bands [50]:

[λ̃1, λ̃2], . . . , [λ̃2j−1, λ̃2j ], . . . , [λ̃2Lx−1, λ̃2Lx ]. (113)

However, the whole spectrum should remain unchanged. Thus, succeedingl-bands
touch each other and compose one band:

λ̃2l(i−1)+2 = λ̃2l(i−1)+3

...

λ̃2l(i−1)+2j = λ̃2l(i−1)+2j+1

...

λ̃2l(i−1)+2l−2 = λ̃2l(i−1)+2l−1

i = 1, . . . , q andj = 1, . . . , l − 1.

(114)

Using the same argument for equation (112), the energies of our boundary condition,
equation (98), are given by these degenerate energiesλ̃2l(i−1)+2j , i = 1, . . . , q, j =
1, . . . , l − 1 (which are in the energy bands and of the bulk states) and the energies of
the edge states,µj , j = 1, . . . , g (= q − 1). Counting the number of roots, the above are
all of the solutions of our boundary condition, equation (98), and all of the edge states are
given byµj , j = 1, . . . , g.

WhenLx is sufficiently large, the discrete spectrum for the fixed boundary condition
converges to a continuous energy band plus the edge states. Thus the spectrum is asymp-
totically given by the energy band equation (109) and the edges statesµj in theLx →∞
limit.
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(a)

Figure 5. (a) Two Riemann sheets (Riemann spheres) withq = g + 1 cuts which correspond
to the energy bands of the system. The Riemann surface of the Bloch function is obtained by
gluing the two spheres along the arrows near the cuts. (b) Gluing two Riemann spheres with
q = g + 1. (c) The Riemann surface of the Bloch function under the rational fluxφ = p/q.
The number of gaps,g, is the genus of the Riemann surface.αj andβj are the canonical loops
(generators of the fundamental group) on the Riemann surface.

5.3. The winding number of the edge state on the Riemann surface (complex-energy
surface)

Here let us consider the Bloch function at siteq. The Bloch function is obtained via a
different choice of90 and91 from those for the fixed boundary condition discussed above.
For the Bloch function,t(90, 91) is an eigenvector ofM with the eigenvalueρ (see equation
(105)). From equation (106), we get(z = ε)

ρ(z) = 1

2
(1(z)−

√
1(z)2− 4). (115)
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(b)

(c)

Figure 5. (Continued)

When we set91 = 1, the Bloch function at siteq is given by

9q(z) = − M11(z)+M22(z)−
√
1(z)2− 4

−M11(z)+M22(z)+
√
1(z)2− 4

M21(z). (116)

Here we use a Riemann surface of an analytical function

ω =
√
1(z)2− 4= √(z − λ1)(z − λ2) · · · (z − λ2q−1)(z − λ2q) (117)

or a hyperelliptic curve,ω2 = 1(z)2 − 4, to define the square root consistently. In the
above expression, we write the energyε as a complex variablez. In this way, the Bloch
wavefunction is defined on the genus-g (= q − 1) Riemann surface (which is a complex-
energy surface).

The branch cuts of this function are specified by theq energy bands (equation (109)),
and we have to use two sheets, or Riemann spheres (R+ andR−), to define the Riemann
surface. (The Riemann spheres are obtained by compactifyingz = ∞ to one point.)

The Riemann surface is obtained by gluing the two sheets at theseq cuts along the
arrows (see figure 5). The genus of the Riemann surface isg = q−1, which is the number
of energy gaps.

The branch of the function is specified by requiring√
1(z)2− 4> 0 (z→−∞ on the real axis ofR+). (118)
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Figure 6. Asymptotic energy spectra of the two-dimensional tight-binding electrons with edges
under the rational fluxφ = p/q. The number of sites along thex-direction isLx − 1 ≈ ∞
but we assume that the size is commensurate with the fluxφ: Lx = ql, l: integer. The shaded
areas indicate the energy bands (asymptotically,Lx → ∞) and the lines indicate the spectra
of the edge states. A solid line indicates that the energy of the edge state is on the upper
Riemann surfaceR+ (the state is localized nearx ≈ 1) and a dotted line indicates that it is on
the lower Riemann surfaceR− (the state is localized nearx ≈ Lx − 1). (a)φ = 2/7, r = 1.0;
C(µ1) ∼ β−3

1 , C(µ2) ∼ β1
2, C(µ3) ∼ β−2

3 , C(µ4) ∼ β2
4, C(µ5) ∼ β−1

5 , C(µ6) ∼ β3
6;

(b) φ = 3/7, r = 1.0; C(µ1) ∼ β−2
1 , C(µ2) ∼ β3

2, C(µ3) ∼ β1
3, C(µ4) ∼ β−1

4 , C(µ5) ∼ β−3
5 ,

C(µ6) ∼ β2
6; (c) φ = 2/5, r = 1.0; C(µ1) ∼ β−2

1 , C(µ2) ∼ β1
2, C(µ3) ∼ β−1

3 , C(µ4) ∼ β2
4;

(d) φ = 1/6, r = 1.0; C(µ1) ∼ β1
1, C(µ2) ∼ β2

2, C(µ3) ∼ βx3 , x = ?, C(µ4) ∼ β−2
4 ,

C(µ5) ∼ β−1
5 (in the third gap, the gap closes at some values ofky ; then the topology of

the Riemann surface changes and we cannot define the winding number without ambiguity);
(e) φ = 3/7, r = 0.5; compare with (b).

Then if z lies in thej th gap from below on the real axis (note that there are two real axes),

α(−1)j
√
1(z)2− 4> 0 z: real onRα (α = +,−). (119)
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Figure 6. (Continued)

At the energies of the edge statesµj , M11M22 = 1+M12M21 = 1 by equation (100) and
12− 4= (M11+M22)

2− 4= (M11−M22)
2. By equation (119), this means that√

1(µj )2− 4= α(−1)j |M11(µj )−M22(µj )| (µj ∈ Rα, α = +,−). (120)

By equations (116), (119) and (120), we get

9q(µj + δ) ≈ − M11+M22− α(−1)j |M11−M22|
−M11+M22+ α(−1)j |M11−M22|M21 (µj ∈ Rα) (121)

where|δ| � 1.
From a simple calculation, we can also show that

1(ε) = M11(ε)+M22(ε)


6 −2 j : odd

ε ∈ [λ2j , λ2j+1] (on R±)
> 2 j : even

(122)

when the energyε is in thej th gap. From equations (102), (103), (121) and (122), we get
important results.
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Figure 6. (Continued)

The energy of the edge stateµj gives a zero point of the Bloch function on the genus-
g (φ = p/q, g = q − 1) Riemann surface. When the zero is on the upper sheet of the
Riemann surface, the edge state is localized near the left-hand,x ≈ 1, edge. When the zero
is on the lower sheet of the Riemann surface, the edge state is localized near the right-hand,
x ≈ Lx − 1, edge[51].

The above considerations are all for fixedky and8. As seen from equation (92), the
spectrum is a function ofky − 2π8/Ly . Actually, the allowed values ofky are discrete
since our system is finite in they-direction. But we can change it almost continuously when
Ly is sufficiently large. Even ifLy is small, we can extrapolate between differentkys by
changing8. Keeping this point in mind, we considerky as a continuous variable for the
time being.

In figures 6, we show asymptotic energy spectra of the two-dimensional tight-binding
electrons with two edges under the rational fluxφ = p/q. The shaded areas indicate the
asymptotic (Lx → ∞) energy band regions and the lines indicate the spectra of the edge
states. A solid line indicates that the edge state is localized atx ≈ 1 and a dotted line
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Figure 6. (Continued)

indicates that it is localized atx ≈ Lx − 1 (equation (102) and equation (103)).
The Riemann surface of the Bloch function is given by the fixedky . By changing the

ky , let us consider a family of Riemann surfaces. The surface can be modified by changing
ky ; however, the topology of the Riemann surface cannot be changed unless the energy
gaps close. In other words, the topology of the Riemann surface does not change if there
existg = q − 1 energy gaps in the two-dimensional problem of tight-binding electrons in a
magnetic fieldwithout boundaries. We know that there is a degeneracy at the zero mode in
theq = even case [31, 30, 48, 49]. Furthermore, the gap-closing phenomenon occurs when
we include nearest-neighbour hoppings [49]. In these cases, the topology of the Riemann
surface changes at some value ofky , and that introduces an ambiguity in the quantized Hall
conductanceσxy , sinceσxy is given by a topological number on this Riemann surface as we
show in the following. For example, we show the result for theq = 6 case in figure 6(d).
It clearly shows the degeneracies at zero energy [48, 30, 49]. At these degenerate points,
one of the holes of the Riemann surface collapses and the topology of the Riemann surface
changes. We will discuss the effect of this topology change in relation toσxy later.
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(e)

Figure 6. (Continued)

First of all, the spectrum is a periodic function ofky with the period 2π . This implies
that the zero point of9q , that is, the energy of the edge state,µj , forms a closed loopC(µj )
on the Riemann surface on changingky from 0 to 2π . Whenµj moves to a different sheet
of the Riemann surface, we getM11(µj ) = M22(µj ) = ±1, that is,µj has to be at the band
edge. Using the above discussions, we can follow the movement ofµj on the Riemann
surface using figures 6. The interesting fact is that this movement on the Riemann surface
is not always monotonic (for example, seeC(µ3) in figures 6(a) and 6(b).)

On the genus-g Riemann surface, all kinds of closed loop (the first homotopy group)
are generated by the 2g canonical loops (generators),αj and βj , j = 1, . . . , g, with the
defining relation

∏g

j=1(αjβjα
−1
j β−1

j ) = 1̂. Here1̂ means that the loop can be collapsed by
continuous change. See figure 5(c). The intersection number of these curves (including
directions; see figure 8) [42, 44]I (αj , βk) is given by

I (αj , βk) = δjk. (123)
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Figure 7. The edge state energy moves on the Riemann surface. The movement is not necessarily
monotonic.

Figure 8. The intersection numberI (A,B) of two curvesA andB. The intersection points
contribute+1 or−1 according to the direction.

All of the closed loops on the surface are spanned byαj andβj . We can observe that
µj movest times around thej th hole for some integert , that is, homotopically

C(µj ) ∼= βtj (t : integer). (124)

This means that

I (αk, C(µj )) = tδkj (125)
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even if the movement ofµj is not monotonic. Clearly this intersection number is a
topological number on the Riemann surface [44]. It is also a winding number of the
edge state around thej th hole.

Here also, we get interesting results.
The winding number of the edge stateµj , which is given by the number of intersections

I (αj , C(µj )) between the canonical loopαj on the Riemann surface and the trace ofµj ,
C(µj ), gives the quantized Hall conductanceσxy when the Fermi energy lies in thej th gap:

σxy = −e
2

h
I (αj , C(µj )). (126)

The quantized Hall conductance is expressed in terms of a new topological number
on the Riemann surface. This will be understood from the following example using the
Laughlin–Halperin geometry [9, 10, 52]. Let us imagine that the Fermi energy lies in a gap
as shown in figure 9.

Figure 9. A schematic diagram of the edge states in the energy gap. The circles in the figure
denote allowedky -points of the edge states. In the left-hand panel, the state is in the ground
state. On changing the central flux threading the hole of the system adiabatically from 0 to 1,
the ground state is connected to the excited state as shown in the right-hand panel. The solid
lines indicate where the state is localized near the left-hand edgex ≈ 1 and the dotted lines
indicate where it is localized near the right-hand edgex ≈ Lx − 1. We can count how many
states are transported during the process by investigating the figure. This number is also related
to the intersection number (winding number) of the curves (see the text).

In the following, we consider the discreteness of the allowedky explicitly. In the ground
state, some of the edge states are occupied (black circles) and some of them are not occupied
(white circles) (see the left-hand panel of figure 9). Then let us increase the central flux8

in the system adiabatically from 0 to 1. All of the states, including edge states and bulk
states, are labelled with their values ofky . During the adiabatic process, the stateky is
shifted to the stateky − 2π8/80Ly . For the initial and final states, the spectrum is the
same due to the (large) gauge invariance. However, the state has not necessarily returned
to the original state. In fact, the bulk states do return to the original states since the Fermi
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energy is in the energy gap. But the edge states do not return to the original state as seen
from the right-hand panel of figure 9.

In this example, we see two states carried from the right-hand edge to the left-hand
edge, but one state carried from the left to the right. As a result, just one state is carried
from the right to the left. (The winding number or the intersection numberI (αj , C(µj ))

in this example is 1.) From this example, it is evident how one can reach a conclusion for
general cases. In general, when the Fermi energy lies in thej th energy gap, thenet resultis
that I (αj , C(µj )) states are carried from the right-hand edge (x = Lx − 1) to the left-hand
edge (x = 1). Thus the energy of the process is1E = (−I (αj , C(µj ))(−e)Vx whereVx
is a voltage along thex-direction. By the Byers and Yang formula, the Hall currentIy is
given by [4, 9, 10]

Iy = 1E

18
= σyxVx = −σxyVx. (127)

Thus we get the expression forσxy given as equation (126).
The Hall conductance of the bulk systemσxy is given by the first Chern number of

the U(1) fibre bundle on a torus (the magnetic Brillouin zone) [15] and it is a topological
invariant [31]. Here we can expressσxy as a different topological number,I (αj , C(µj )),
on the Riemann surface of the Bloch function by investigating the edge states.

Now let us study several examples numerically. For an infinite system, we know that
σxy is given by the solution of the following Diophantine equation for an integert :

j ≡ tp |t | 6 q/2 (mod q). (128)

In this equation, we assume that the Fermi energy lies in thej th gap [53, 54]. Then the
Hall conductance is quantized as−t (e2/h) [14, 30]. Here we have obtained another method
for calculatingσxy , by calculating the winding number of the edge state. This means that
I (αj , C(µj )) satisfies the Diophantine equation

j ≡ I (αj , C(µj ))p (mod q) (129)

(see table 1).
We have performed extensive calculations for many cases (q < 13) and confirmed

that the integers that we obtained from counting the intersection numbers are the same as
those given by the Diophantine equation. The Diophantine equation was originally derived
in the anisotropic limit using perturbation theory [14, 30]. For this anisotropic case, we
also performed several numerical calculations. In figure 6(e), we show one example for the
anisotropic case. Comparing it with the isotropic case (b), we see that the winding number is
the same. Furthermore, we see that the movement of the zero point on the Riemann surface
is monotonic. The Diophantine equation is also derived in the edge state picture [16].

5.4. Gap closing and Dirac fermions

Here, we comment on a gap closing which occurs in some situations [30, 48, 49]. One
example is theφ = 1/6 case (see figure 6(d)). Except for the third gap, we can define the
winding number without ambiguity. For the third gap, however, one of theg (= 5) holes
of the Riemann surface collapses at the degenerate points. At these points, the topology of
the Riemann surface changes and the winding number is not well defined. (See figure 10.)

This corresponds to the ambiguity of theσxy . At the degenerate points, two energy
bands are degenerate and the energies of the edge state are pinched by the energy bands
and also degenerate [55]. If we include next-nearest-neighbour hopping, the degeneracies
are removed and we get a well defined winding number for this case [56, 49, 57, 58].
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Table 1. Solutions of the Diophantine equation corresponding to figures 6. Compare these with
the winding numbers in figures 6.j = sq + tp.

φ = p/q j th gap t : σxy = (e2/h)t s

φ = 2/7 1 −3 1
2 1 0
3 −2 1
4 2 0
5 −1 1
6 3 0

φ = 3/7 1 −2 1
2 3 −1
3 1 0
4 −1 1
5 −3 2
6 2 0

φ = 2/5 1 −2 1
2 1 0
3 −1 1
4 2 0

φ = 1/6 1 1 0
2 2 0
3 ? ?
4 −2 1
5 −1 1

Figure 10. The Riemann surface of the Bloch function forφ = 1/6; (a) at a generalky and (b) at
ky = 2π(n+ 1/2)/6, n = 0, 1, 2, 3, 4, and 5, where the third gap collapses at the momenta and
the corresponding hole of the Riemann surface closes. Therefore the winding number of the
edge state in the third gap (around the third hole) is ambiguous when changingky from 0 to 2π .

In general, when the gap closes, two-dimensional Dirac fermions appear near the gap-
closing points. This is discussed in detail in another article [58].

5.5. Effects of randomness

As is well known, the existence of randomness is necessary for explaining the QHE
[9, 59, 10, 16, 60]. However, it is very difficult to include the effects of the randomness
completely in a large system. Here we rather artificially introduceone-dimensional
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randomnessin a two-dimensional system. The Hamiltonian is given by

equation(88)+
∑
n,m

V (m)c†m,ncm,n (130)

where we assume thatV (m) is a uniform random number in the interval [−Vrnd, Vrnd ]. This
potential is random along thex-direction but uniform in they-direction. Bulk properties
such as the localization depend crucially on the dimensionality. However, as far as the edge
states are concerned, we hope that the artificial one-dimensional randomness still includes
some effects of the true two-dimensional randomness. In this case, we can perform a
Fourier transformation along they-direction, and the spectrum of the system is obtained by
diagonalizing the one-dimensional system with the parameterky .

We show the spectrum of the system forp = 2, q = 5, andLx = 125, with randomness
Vrnd = 0.5tx , in figure 11. (With realistic randomness, our naive speculation is that we lose
the quantum numberky and we cannot specify the state by givingky , but that the spectrum
and the many-body wavefunction remain similar.)

Let us compare figure 11 with figure 6(c). It seems that there still exist edge states in
this random system. For the second and third gaps, we can clearly distinguish the edge
states from the bulk states. When the Fermi energy lies in these gaps, we can repeat the
argument of the previous section and obtain the quantized value of the Hall conductance.

In the first and the fourth energy gaps, however, there are several level crossings. Thus
we cannot perform the adiabatic process discussed in the previous section. This means that
σxy is not well quantized when the Fermi energy is in these energy gaps. By this argument,
we believe that the quantization is more accurate when the Fermi energy lies in the larger
energy gap.

The essential point of the above argument is that we have to treat one (macroscopic)
Schr̈odinger equation even if there is randomness in the system. The usual averaging
procedures for randomness are not suitable for the quantized Hall conductance, especially
for the edge state effects.

The bulk state argument discussed in the previous section is only applicable for an ideal
clean system and it is not easy to justify the argument for a realistic system. The occurrence
of the Anderson localization makes the situation quite subtle. On the other hand, the edge
states cannot localize in a macroscopic system, since the overlaps of the two edge states
at two different edges are exponentially small even in a random system. Therefore, one
anticipates that the edge states argument is stable against the effect of the randomness.

Another important comment is that two energy levels of the edge states at different
edges can cross (not repel) in suitable geometry (cylindrical) when one considers a spectral
flow in a macroscopic system. This can be understood as a realization of a new symmetry
in a random macroscopic system.

6. The relationship between the two topological numbers

As discussed in sections 4 and 5, the quantization of the Hall conductance can be explained
topologically in two ways. One is in terms of the bulk states and the other is in terms of
the edge states. Therefore we have two topological expressions for the Hall conductance.
Their topological meanings are apparently quite different. However, there should be some
relationship between the two. This relationship was made clear in [17, 18]. In this section,
we will explain it, following these references.

The two topological expressions for the Hall conductance, when the Fermi energy is in
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Figure 11. The energy spectrum of the two-dimensional tight-binding electrons with two edges
under the rational fluxφ = p/q where we include the effect of a ‘one-dimensional’ random
potential(tx = ty = 1, Vrnd = 0.5, p = 2, q = 5, andLx = 125). See the text, and compare
with figure 6(c).

the j th energy gap, are

σ bulk,j
xy = −e

2

h

j∑
l=1

Cl (131)

Cl = 1

2π i

∫ ∫
T 2

MBZ

dkx dky [∇k ×Al(k)]z (132)

and

σ edge,j
xy = −e

2

h
I (αj , C(µj )). (133)

The bulk expression is given by the integral over the magnetic Brillouin zone and the
edge expression is given by the winding number of the zero of the edge state energy on
the Riemann surface. To discuss the relationship between the two, we need to clarify the
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(a)

Figure 12. (a) A schematic energy spectrum. The shaded areas indicate the energies of the bulk
state and the lines indicate those of the edge states. (b) The shaded areas in (a) actually indicate
tubes parametrized bykx . (c) The tubes in (b) are actuallyq-tori which constitute the magnetic
Brillouin zone forq energy bands.

relationship between the magnetic Brillouin zone and the Riemann surface (a complex-
energy surface).

Let us consider two different systems, with (cylindrical) and without (infinite or periodic)
edges. In both cases, let the system be periodic in they-direction. Therefore, by Fourier
transforming along they-direction, one obtains a one-dimensional Schrödinger equation:

−t{9m+1(ky)+9m−1(ky)} − 2t cos(ky − 2πφm)9m(ky) = E(ky)9m(ky). (134)

Without edges, that is, if the system is infinite, this one-dimensional system has a
period q when φ = p/q, and the Bloch theorem tells us that the function9m satisfies
9m(kx, ky) = eikxmũm(kx, ky) whereũm+q(k) = ũm(k) andkx ∈ [0, 2π/q].

In this case, the vector potential in the magnetic Brillouin zone,Al(k) is given by
Al
u(k) = 〈ul(k)|∇k|ul(k)〉 = {ulm(k)}∗(k)∇ku

l
m(k) and ulm is obtained fromũlm via

the normalization〈ul(k)|ul(k)〉 = 1. When the Fermi energy lies in thej th gap, the
Hall conductance of the system is given by

∑j

l=1 σ
l
xy . The wavefunction|uj (k)〉 forms

a U(1) fibre bundle on the magnetic Brillouin zone and the integral equation (132) is
the Chern number which is a topological invariant of the U(1) bundle [14, 15, 30].
This gives a topological meaning to the Hall conductance in the infinite system (without
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(b)

Figure 12. (Continued)

edges). In equation (132), there is a gauge freedom which arises from thephase ambiguity
of |u(k)〉. One can use another gauge to calculateσ jxy via the gauge transformation
|vj (k)〉 = eif (k)|uj (k)〉 (f : real).

As discussed in section 4, we divideT 2
MBZ into several regions. We require that9j

m(k)

be an analytical function ofkx andky in the magnetic Brillouin zone and choose9j

1 = 1;
i.e., ũj1 = e−ikx . By using a geometry with edges, we give below an explicit construction
for 9j

m(k) that satisfies these requirements . This convention is not compatible with the
periodicity of the magnetic Brillouin zone. However, we avoid this difficulty in the following
by using the freedom of the gauge transformation.

We denote the zero points of the9j
q (k) in the magnetic Brillouin zone byk =

k∗1, . . . ,k
∗
Nj

. At these points,uq(k) = 0 also. Then we divide the whole magnetic Brillouin

zoneT 2
MBZ into Nj + 1 parts as follows:

Rεs = {k ∈ T 2
MBZ

∣∣|k − k∗s | < ε,9j
q (k
∗
s ) = 0} (135)

R0 = T 2
MBZ

∖ Nj⋃
s=1

Rεs (136)

wheres = 1, . . . , Nj , andε � 1. In the local regionsRεs , we use a phase convention for
|Uj(k)〉 to calculateAU(k): thatUj

m(k) = ujm(k). In the regionR0, we use another phase
convention for|V j (k)〉 to calculateAj

V (k): thatV jq (k) is real and positive. This convention
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(c)

Figure 12. (Continued)

for R0 is compatible with the periodicity of the magnetic Brillouin zone, provided that we
chooseV jm(k) = u

j
m(k)e−iξ(k), where ξ(k) = Im ln ujq(k) = Im ln ũjq(k). This is well

defined since9j
q (k) = eiqkx ũq(k) 6= 0 in Rεs . Then using Stokes’s theorem in each region,

we get from equation (132)

σ jxy = −
Nj∑
s=1

1

2π i

∮
∂Rs

dk · (Aj

U (k)−Aj

V (k))

= −
Nj∑
s=1

1

2π

∮
∂Rs

dk · ∇ξ(k) = −
Nj∑
s=1

1

2π

∮
∂Rs

dk · ∇ Im ln9q(k) (137)

where we use
∮
∂Rs

dk ·∇ Im ln eiqkx = 0 in the last line. Since the zero of the wavefunction

at k = k∗s gives a vortex-like structure,σ jxy is obtained as the sum of the vorticities in the
magnetic Brillouin zone [15].

Now let us consider a system in a strip geometry with edges, i.e., the system size is
infinite in the y-direction and finite in thex-direction [16]. We apply the transfer-matrix
method of the previous section. The boundary condition for the strip geometry is

9
(e)

0 (ky) = 9(e)
Lx
(ky) = 0 (with edges). (138)

We assume thatLx is commensurate with the fluxφ, that is,Lx = ql with some integer
l. Mathematically, the difference between systems with and without edges corresponds to
a difference in boundary conditions. For the system without edges, the condition follows



2540 Y Hatsugai

from the Bloch theorem:

9
(b)
m+q(ky) = ρ9(b)

m (ky) ρ = eiqkx (kx ∈ [0, 2π/q]) (without edges).

(139)

As discussed before, the energy of the edge stateµj (j = 1, . . . , g) is determined by a
boundary condition of theq-site problem [16]:

M21(µj ) = 9(e)
q (µj ) = 0. (140)

On the other hand, the Bloch function (without edges) satisfies equation (139). Therefore
91 and90 form an eigenvector ofM with the eigenvalueρ:

M(ε)

(
9
(b)

1

9
(b)

0

)
=
(
9
(b)

q+1(ε)

9(b)
q (ε)

)
= ρ(ε)

(
9
(b)

1

9
(b)

0

)
. (141)

In equation (141), the energyε represents a real variable and we can analytically continue
ε to a complex energyz in order to discuss the wavefunction of the edge state.

We get from equation (141)

ρ(z) = 1

2
(1(z)−

√
1(z)2− 4) (142)

9(b)
q (z) = −ρM21(z)

M22− ρ =
1

M12
(ρ2− ρM11) (143)

where1(z) = TrM(z) and we impose an initial condition9(b)

1 = 1 which is compatible
with the above requirements. To consider the wavefunction as a single-valued function of
the energy, we need to use the Riemann surface6g(ky) of ω(z) =

√
1(z)2− 4.

Now we calculate the Hall conductance in equation (137) by using the explicit
wavefunction given as equation (143). When we restrict the complex energy to the real axis,
we obtain the Bloch function for thej th band9j

q (ε, ky) in the magnetic Brillouin zone.
The energyε of the energy band lies on theq circlesS1

j , j = 1, . . . , q, which are explicitly
defined on6q(ky) (see figure 5). This is a kind of on-shell condition. These circles
are parametrized bykx throughρ = eiqkx . Using the relation−2i sin(qkx) =

√
12− 4

and taking into consideration the branch convention for
√
12− 4, we can get an explicit

parametrization of the circlesS1
j (kx). This parametrization ofS1

j (kx) is crucial for the
discussion. Therefore, shaded areas in figure 12(a) are actuallyq-tubes, as shown in
figure 12(b). Sinceky = 0 andky = 2π should be identified, we have to glue the boundaries
of the tubes together. After that they becomeq-tori (figure 12(c)).

The momentumky also lies on the circleS1(ky) and the productS1
j (kx)× S1(ky) is the

magnetic Brillouin zone for each energy bandj . The Bloch function9j
q (ε, ky) is analytical

in ε and ky , and ε is analytical inkx and ky . Therefore9j
q (kx, ky) is also an analytical

function of bothkx , and ky and9j

1 = 1. This Bloch function satisfies the requirements
discussed earlier for calculatingσxy .

Moreover one can see that the zeros of the Bloch function9
j
q (kx, ky) are given by

the zeros ofM21, sinceρ is always non-zero in the magnetic Brillouin zone andM12 is a
polynomial in the energy variable. The zero ofM21(ε) is given by the energy of the edge
state and always lies in energy gaps or at band edges.Therefore the zeros of9(b)

q (kx, ky)

are given by the points where the edge state is degenerate with the bulk state at the band
edges.(See figures 13.)

Near the degenerate pointk = (k∗x , k
∗
y), we expand the9j

q , up to linear order in
δkx = kx − k∗x andδky = ky − k∗y , to calculateσxy . For example, consider the contribution



Topological aspects of the quantum Hall effect 2541

Figure 13. (a) A typical example for the degeneracy of the edge state with the bulk state. (b) A
schematic picture of the edge states and the magnetic Brillouin zones for each energy band.
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Figure 14. Anyons on the lattice. Aθ -anyon is represented by a hard-core boson carrying a
string with strengthθ . (The boson carries aθ flux tube.) When another anyon cuts the string
(in the right-pointing direction) from below, it gives a phase eiθ to the system.

Figure 15. Hard-core bosons with the uniform magnetic fieldφ on the lattice. The effect of the
magnetic field is expressed as strings on each plaquette.

from thej th energy band (j : odd) and focus on the degenerate point at the band topA as
shown in figure 13. NearA, µj moves from the upper Riemann surfaceR+ to the lower
Riemann surfaceR−. In thej th energy gap for oddj , one can show thatM11(µj (ky)) < 0
and k∗x = π/q [16]. Therefore we obtain−1 < M11(µj (ky)) when ky < k∗y (on the solid
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line in the gap), andM11(µj (k
∗
y)) = −1 andM11(µj (ky)) < −1 whenk∗y < ky (on the

dotted line). (See figures 6 and 13.)
Near the band edge,k∗x = π/q, the energy deviation inδkx is proportional to(δkx)2.

ThereforeM11 ≈ −1− Cδky, C > 0 andρ ≈ −1− iq δkx up to linear terms inδkx and
δky . Then from equation (143),9j

q (kx, ky) is given as9j
q (kx, ky) ≈ C ′(−C δky + iq δkx).

From the expression, we obtain(1/2π)
∮
A

dk · ∇ Im ln9q = +1. Whenµj moves from
the lower Riemann surfaceR− to the upper Riemann surfaceR+, the vorticity is−1. On
the other hand, when the degeneracy is at the band bottom (pointB in figure 13), one can
obtain similarly (1/2π)

∮
B

dk · ∇ Im ln9q = −1. NearB, µj moves fromR− to R+.
Whenµj moves fromR+ to R−, it gives+1. This consideration is for the odd-j case, and
a similar approach is also applied to the even-j case.

In this way, we can derive a formula for the general case. The sum of the vorticities at
the band top is written asI (Cj ) by using the winding number of the edge state, and that at
the band bottom is−I (Cj−1). Therefore the Hall conductance for the filledj th band is

σ j,bulk
xy = −e

2

h
[I (Cj )− I (Cj−1)] ≡ σ j,edge

xy (144)

becauseI (C0) = 0.
This expression shows the relationship between the TKNN number for the bulk state

and the winding number of the edge state. It clarifies the relationship between the two
interpretations of the Hall conductance with and without edges. The non-trivial contribution
to the Hall conductance in the TKNN formula comes from the degeneracy of the edge states
with the bulk state. We establish a direct connection between the Hall conductance in the
bulk system and that due to the edge states.

One can say that the TKNN integer is a total vorticity in the magnetic Brillouin zone
and that the vortex lines are given by the edge states. This edge state (vortex line) can
be understood as an analogue of the Dirac strings in the discussion of the quantization of
magnetic monopoles [2, 3]. (See figure 13(b).)

7. Topological aspects of the adiabatic heuristic argument: the fractional QHE from
composite fermions

We have discussed several topological aspects of the integer QHE. All of the discussion can
be extended to the fractional QHE by using Jain’s construction of the fractional quantum
Hall state (composite fermions). The main idea has been clearly summarized by Wilczek as
an adiabatic heuristic principle. Finally, in this section, we will briefly discuss the adiabatic
heuristic principle and Jain’s construction. We discuss them for the lattice.

First we need to construct anyons on the lattice. This construction has been investigated
by several groups [61–63]. Our preference is to view the anyon as a hard-core boson carrying
a ‘string’ [63]. For an anyon obeying aθ -statistics, the phase change of the system acquires
a phase factor eiθ when two anyons are interchanged. We set the strength of the string as
θ in this case. When another anyon cuts a string with a right-pointing arrow from below,
for example, the system gains a phase eiθ . (See figure 14.)

As is easily checked from the figure, when anyonA goes around anyonB, anyonA
cuts the string of anyonB and anyonB also cuts the string of anyonA, both in the same
direction. This means that the process involving the anyon pair gives a phase change of
e2iθ .

Now let us introduce a mean-field approximation for anyons, which is the key idea in
the following discussion. Under this approximation, the phase change of the many-anyon
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system under a certain process is replaced by the geometrical phase from the magnetic field
φav (the flux per plaquette) of the hard-core boson.

When one anyon goes around the areaS measured in units of the plaquette area, the
phase change of the system is approximately given by

2θSρ (145)

whereρ is the anyon density andSρ is the average number of anyons inside areaS. When
the flux of the uniform magnetic field (the mean field) isφav per plaquette, the geometrical
phase of the process is 2πφavS. If we try to replace the phase of the anyon system by that
of the geometrical phase, we have 2πφavS = 2θSρ. Therefore we have

φav(ρ, θ) = θ

π
ρ. (146)

The original system of the anyons is mapped onto a system of hard-core bosons in a
uniform magnetic fieldφav. The system in a uniform magnetic field is also represented by
strings, by assigning a string to each plaquette. (See figure 15.) We restate the mean-field
condition given as equation (146):the total strength of strings going out from the total system
should not be changed by the approximation. In other words, the long-range behaviour of
the vector potential should be the same after the approximation.

Now let us express the adiabatic heuristic principle [24]. When anyons with density
ρ are in a real uniform magnetic fieldφ (per plaquette), the claim is that the low-energy
physics of the system cannot change under an adiabatic process obeying

1φtotal = 0 (147)

φtotal = φ + φav. (148)

From these expressions, one can relate the fractional QHE to the integer QHE
[64, 22, 24]. Here let us discuss this for the lattice system. If equation (147) is integrated, it
gives a series of adiabatically connected systems characterized by the integration constant.
However, this adiabatic assumption has to be be checked; if the energy gap remains stable
during the process, it can be justified adiabatically. When the integration constant is set to
be zero, we have

θ

π
= −φ

ρ
. (149)

This series includes important systems. It starts fromθ = 0 andφ → 0. It is a free
hard-core boson. On taking the limitsφ → 0 andρ → 0 keepingν = ρ/φ constant (see
appendix A), we obtain

θ

π
= −1

ν
. (150)

This is the complete filled Landau levelν = 1 with θ = −π which is adiabatically connected
to the free hard-core bosons. Sinceθ = −π simply means that the particles are the usual
fermions, it is the integer quantum Hall state. This series also includesν = 1/m with an
odd integerm, θ = −mπ . Since theθ = −mπ anyon is again just a usual fermion, this
is the fractional quantum Hall state. The restriction to integerm arises from the fact that
the particles are fermions (mπ ≡ π,mod 2π ). By using the arguments, the fractional QHE
with the filling factor 1/m is adiabatically connected to the integer QHE (and also to the
free hard-core boson). Here the fermion is represented by the hard-core boson withmπ

flux tubes.
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Appendix A. The recovery of the Landau level in the Hofstadter diagram

Here we comment on how the Landau level of the continuous theory is recovered from the
lattice description.

Let us consider a system ofN = Lx × Ly lattice sites withM electrons (the electron
density isρ = M/N ) and assume that the flux per plaquette isφ = 1/q (q → ∞).
This corresponds to the weak-field limit in the Hofstadter diagram given as figure 1. For
simplicity we also assume thatLx andLy are multiples ofq and sufficiently large. Then
energy eigenvalues are grouped intoq groups which converge toq energy bands when
Lx,y → ∞. Here let us take it that the band width of thej th energy band isBj . The
j th group hasNφ = N/q states and the energy separation isBj aroundEj (j = 1, . . . , q).
From figure 1, we can see thatEj ≈ C + ωjφ when j � q for some constantC andω.
(The spectrum is linear inφ when j � q andφ ≈ 0.) The continuum limit is recovered
by taking the limits

φ→ 0 (A1)

ρ → 0 (A2)

and keeping

ν = M/Nφ = ρ/φ = constant (A3)

which is the filling factor of the Landau level in the continuum limit. The energy
spectrum is scaled asEj/φ = constant+ ωj where ω gives the Landau gap. Since
Bj/φ = qBj → 0 (q → ∞), the band width goes to zero [65]. This gives the Landau
degeneracy in the continuum limit.

Appendix B. The large gauge transformation

For simplicity, let us consider the HamiltonianH({θm}) of a one-dimensional ring withN
sites:

H({θm}) =
N−1∑
m=1

c
†
m+1eiθmcm + c†1eiθN cN + HC. (B1)

Now let us consider a gauge transformationĜ({χm}) given by

cm→ c̄m = �mcm
�m = ei2πχm. (B2)

Then the Hamiltonian is transformed as follows:

H({θm})→ H({θ̄m}) (B3)

where

θ̄m ≡ θm − 2π(χm+1− χm) (mod 2π) (16 m 6 N − 1)

θ̄N ≡ θN − 2π(χ1− χN) (mod 2π).
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Since we have
∑N

m=1 θm ≡
∑N

m=1 θ̄m (mod 2π), let us set

2πn =
N∑
m=1

θm −
N∑
m=1

θ̄m (B4)

for some integern (the winding number). Therefore we can rewriteθ̄m as

θ̄m = θm − 2π(χm+1− χm) (16 m 6 N − 1)

θ̄N = θN − 2π(χ1− χN)− 2πn
(B5)

where θ̄m = θm − 2π(χm+1 − χm) − 2πlm (m = 1, . . . , N) for some integerslm,
(
∑N

m=1 lm = n), and we definēχm = χm +
∑m−1

k=1 lk.
The gauge transformationG({χm}, n) is characterized by{χm} and the winding number

n. Whenn = 0, G({χm}, n = 0), which we call a ‘local’ or ‘small’ gauge transformation,
is continuously connected to the identity operator. On the other hand, whenn is not a
multiple of N , one cannot connect the gauge transformation to the identity operator via a
continuous change. This is the so-called a ‘large’ or ‘global’ gauge transformation. When
n = Ns for some integers, the effect of the winding numbern is absorbed by defining
χ̄m = χm + ms. (Note that changingχm is defined mod 1.) ThereforeG({χm}, n = Ns)
is also a small gauge transformation. The origin of the global character is the non-trivial
topological structure of the system (the system is a ‘ring’).

Note that since the gauge transformationG is just a unitary transformation, the
Hamiltonian remains unchanged. Therefore the spectrum is the same. In general, however,
an eigenstate is transformed into a different eigenstate by the large gauge transformation.
(The set of all of the eigenstates is the same.) In contrast to the large gauge transformation,
the small gauge transformation preserves the eigenstate, since each operatorcm remains
unchanged.

Appendix C. Each energy gap has one edge state

We used the fact that each energy gap has one and only one edge state when the lattice size
along thex-direction is commensurate with the flux per plaquette. In this appendix, we will
give an idea of the proof. Let us consider two sets of wavefunctions{9 I,II

n } generated by
the transfer matrix (95) with initial conditions

I: 9 I
0 = 0, 9 I

1 = 1 (C1)

II: 9 II
0 = 1, 9 II

1 = 0. (C2)

From (96) and (97),

M11(ε) = 9 I
q+1(ε) (C3)

M21(ε) = 9 I
q(ε) (C4)

M12(ε) = 9 II
q+1(ε) (C5)

M22(ε) = 9 II
q (ε). (C6)

Next we write down a Schrödinger equation (92) with two different energies as

−9n+1−9n−1− an9n = ε9n (C7)

−9̃n+1− 9̃n−1− an9̃n = ε̃9̃n (C8)

an = 2r cos

(
ky − 2π

8

Ly
− 2πφn

)
. (C9)



Topological aspects of the quantum Hall effect 2547

Figure A1. The behaviour of the function1(ε). The thick lines denote the energy band regions.

Multiplying (C7) by 9̃n and (C8) by9n and taking the difference, we have

−9q+19̃q +919̃0+ 9̃q+19q − 9̃190 = (ε − ε̃)
q∑
n=1

9n9̃n (C10)

where summation overn is performed. Then by taking the limit̃ε → ε and setting9n and
9̃n to be one of the9 I,II

n s, we obtain the following four equations:

M11M
′
21−M21M

′
11 =

q∑
n=1

|9 I
n|2 (C11)

M12M
′
22−M22M

′
12 =

q∑
n=1

|9 II
n |2 (C12)

M11M
′
22−M21M

′
12 =

q∑
n=1

9 I
n9

II
n (C13)

M12M
′
21−M22M

′
11 =

q∑
n=1

9 I
n9

II
n (C14)

where we have used (C2), (C6) and detM = M11M22−M12M21 = 1. Finally calculating
the sum (C11)× (−M12)+ (C12)× (M21)+ (C13)× (−M22)+ (C14)× (M11), we get

d1

dε
= −(M ′11+M ′22) =

q∑
n=1

(9 I
n,9

II
n )4

(
9 I
n

9 II
n

)
(C15)

4 =
(

M12 (M22−M11)/2
(M22−M11)/2 −M21.

)
. (C16)
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By diagonalizing4, we get

d1

dε
= ξ1

q∑
n=1

|9̄ I
n|2+ ξ2

q∑
n=1

|9̄ II
n |2 (C17)

ξ1ξ2 = det4 = −1
2− 4

4
(C18)

ξ1+ ξ2 = Tr4 = M12−M21. (C19)

Also we mention the relation

M12M21 = 1

4
(12− 4− (M11−M22)

2) (C20)

(1 = M11 + M22). As discussed in the text, when the energyε is in the energy band
regionsB, ε ∈ B satisfies1(ε)2 − 4 6 0. Therefore in the regionB, ξ1ξ2 > 0 and
sign ξ1,2 = −signM21. Now we have

sgn
d1

dε
= −sgnM21. (C21)

Since1(ε) is a monotonic function in the energy band regionB (counting the degree of
ε in 1(ε)), we see thatM21 has to change its sign in the energy gap region. Counting the
degree ofM21(ε), we see thatM21 changes sign only once in each energy gap region. (See
figure A1.) This means that each energy gap has one and only one edge state (i.e. the zero
of M21).
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