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uncertainty is large.

B. Cross-Checks of the Inclusive Asymmetry

Table VII shows the asymmetries in the data when the

sample is separated according to the lepton flavor and the

number of b-tagged jets in the event. All of our simulated

models predict asymmetries that are independent of the

lepton type. Within the large errors, the data are con-

sistent with this expectation.

The b-tagged sample contains 281 events with two b-
tags. This double-tag sample is small, but has mini-

mal backgrounds and robust jet-parton assignment. The

double-tag sample is a special category of tt̄ decays where

both the b and b̄ jet have | η |≤ 1.0, but all of our simu-

lation models predict similar asymmetries in single tags

and double-tags. In the data the results are consistent

across single and double-tags, albeit with reduced agree-

ment in App̄. We will discuss the double-tag consistency

in the laboratory frame in more detail in Sec. VIII E.

TABLE VII: Measured asymmetries at the data-level for dif-
ferent lepton and b-tag selections.

selection Att̄ App̄

inclusive 0.057± 0.028 0.073± 0.028
electrons 0.026± 0.037 0.053± 0.037
muons 0.105± 0.043 0.099± 0.043
single b-tags 0.058± 0.031 0.095± 0.032
double b-tags 0.053± 0.059 −0.004± 0.060

VI. RAPIDITY DEPENDENCE OF THE
ASYMMETRY IN THE tt̄ REST FRAME

In Sec. IV we discussed the importance of measur-

ing the rapidity and Mtt̄ dependence of the asymme-

try. The correlated dependence on both variables would

be most powerful, but, given the modest statistical pre-

cision of our current dataset, we begin with separate

measurements of each. In this section we show how a

∆y-dependence may be calculated from the results of

Sec. V A. The Mtt̄-dependence (as well as the correla-

tion of Mtt̄ and ∆y) will be discussed in the sections

following.

In the standard model at NLO the tt̄ frame asymme-

try increases linearly with ∆y, as seen in Fig. 6. The

slope is significant, with the asymmetry reaching values

of roughly 20% at large ∆y.

The ∆y dependence of the asymmetry in our binned

data can be calculated in each bin i of positive ∆y as

Att̄
(∆yi) =

N(∆yi)−N(−∆yi)

N(∆yi) + N(−∆yi)
(6)

∆

FIG. 6: ∆y-dependence of Att̄ according to mcfm.
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FIG. 7: Parton level asymmetries at small and large ∆y com-
pared to SM prediction of mcfm. The shaded bands represent
the total uncertainty in each bin. The negative going uncer-
tainty for ∆y < 1.0 is suppressed.

A parton-level measurement of Att̄(∆yi) in two bins

of high and low ∆y is available from the corrected ∆y
distribution in Fig. 5. We calculate the asymmetry sep-

arately for the low rapidity difference inner bin pair

|∆y| < 1.0 and the large rapidity difference outer bin pair

|∆y| ≥ 1.0. The systematic uncertainties in the bin-by-

bin comparison are evaluated using the same techniques

as in the inclusive measurement. Uncertainty in the back-

ground shape and normalization assumptions cause a sig-

nificant systematic uncertainty in the high ∆y bin.

The ∆y-dependent asymmetries are shown in Table
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Not a full story yet.... Mtt̄

the same problem as Z �, W � or our scalar model, all
t-channel.....
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FIG. 2: αX ≡ g2X/(4π) versus Anew
FB and σ(tt̄) for MZ� =

100, 200, 400 GeV (from the left). In the lower panel, shaded
regions deviate by more than 2σ from σ(tt̄)new. Correspond-
ing disfavored regions are shown as thinned lines in the upper
plot. The superscript “new” emphasizes that only pure Z�

and SM contributions are included (without fake processes).
These fakes leads to some subtlety in the allowed region, as
discussed in the text.

shift of the tt̄ production cross section as well as the
appearance of a resonance. On the other hand, the t-
channel exchange of our Z � in pp̄ → tt̄ interferes with
QCD. It is possible then to have smaller modifications
to the cross section while having a large contribution to
At

FB. There is no resonance present in the Mtt̄ spectrum.
We use MadGraph/MadEvent 4.4.17 [19] with

CTEQ6.6M parton distribution functions [20] to gener-
ate event samples, and BRIDGE 2.0 [21] to decay un-
stable particles. We do not carry out parton showering
or detailed detector simulation. We assume mt = 175
GeV, and apply everywhere a QCD K-factor K = 1.31
to match the SM prediction for σ(tt̄), we fix renormal-
ization and factorization scales at µR = µF = mt.
We plot cross section and Anew

FB in Fig. 2 as a func-
tion of αX for three Z � masses. Anew

FB indicates the At
FB

induced only in the tt̄ final state. The SM NLO con-
tribution (5%) is not included. Similarly, the “new” in
σ(pp̄ → tt̄)new emphasizes that other (reducible) contri-
butions that might enter the tt̄ sample are not included.
They are discussed below.
Comparing the two panels of Fig. 2 indicates a po-

tential simultaneous fit to a large At
FB and the correct

cross-section. However, new physics can contribute to fi-
nal states that fake the tt̄ final state. This could pollute
both the cross-section and the At

FB measurement. Re-
ducible backgrounds that contaminate the sample arise,
e.g., from tt/t̄t̄, tZ �/t̄Z � events, and modify the results
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FIG. 3: A contour plot of Anew
FB and BR(t → Z�u) in the αX

- MZ� plane. In colored regions, σ(tt̄)new deviates 2σ from
of the measurement quoted in text. Parameter space around
the red star is preferred. A much larger αX will gives too
many like-sign top quarks, or a large distortion of the Mtt̄

spectrum. Larger masses lead to larger distortions of the Mtt̄

spectrum, and smaller masses give a large branching ratio for
t → Z�u, which leads to tension between measurement of top
cross-sections in different channels.

of Fig. 2 by δAfake
FB , δσ(tt̄)fake. If MZ� < mt, it is also

important to include effects of exotic top decays t → uZ �

which can take events away from the registered tt̄ cross-
section. Assuming Z � decays are completely hadronic,
they reduce the dilepton top cross section relative to the
lepton+jets channel. At CDF and D0, tt̄ production is
defined by specific final state topologies with at least one
b quark tag, several hard jets, and one (“l+j sample”) or
two (“dilepton sample”) charged leptons. CDF has mea-
sured σ(tt̄) = 7.2 ± 0.75 pb from the l + j sample [22],
and 6.7 ± 0.98 pb from the dilepton sample [23]. To
avoid a too large discrepancy between these two chan-
nels, Fig. 3 shows that a light Z �(MZ� � 120 GeV) is
to be avoided. For our “best point” we show compar-
isons with these cross sections in Table I. Our simula-
tion method is to construct event samples based on cuts
detailed in [22, 23], and rescale the result by the inverse
of the SM event selection efficiency (again using our sim-
ulation) to approximate their unfolding procedure.
For our best point (the red star in Fig. 3), the total

asymmetry is about 18%, see Table I. This includes the
SM α3

s contribution, the Z � tree contribution, and contri-
butions due to δAfake

FB . The last is negative largely due to
anti-correlation of t direction with that of u in gu → tZ �

production. We estimate |δAfake
FB | at a few percent, not

quite canceling with the +5% SM contribution. There is
a small uncertainty in this estimate, as the kinematics of
these events are not identical to those analyzed in the tt̄
events.
Table I shows the top quark asymmetry and the in-

ferred tt̄ cross section of our best point in the l + j and
dilepton channels. The asymmetry is high, and the cross-

3

l + j (pb) dilepton (pb) Atot
FB %

MX = 160 GeV, αX = 0.024 7.5 5.8 18
Measurements [1, 22, 23] 7.2± 0.8 6.7± 1.0 19± 7

TABLE I: tt̄ cross sections and total asymmetry for our best
parameter point compared with measurements at CDF. There
are measurements from D0 as well that use less data, and thus
have larger error bars [18, 24]

FIG. 4: The Mtt̄ invariant mass spectrum. Data from the
CDF measurement [25] is shown along with our SM sim-
ulation. Also shown are MZ� = 100, 200, 300 GeV, with
αX = 0.013, 0.03, 0.055, respectively. Each (αX ,MZ�) pair
would provide an Anew

FB � 10%.

sections are within errors of the measurements. A predic-
tion is the inferred cross-section from the dilepton sample
should be less than from the l+ j sample: tZ �/t̄Z � events
produce relatively more events in the l + j sample than
in the dilepton sample. In addition, events with exotic
top decays (t → Z �u → uūu) may contribute to the l+ j
sample but not the dilepton sample.

Additional collider constraints. Our model yields
no resonances, but new t-channel physics modifies the
Mtt̄ distribution – especially in the higher invariant mass
bin due to the Rutherford enhancement. This distribu-
tion has been measured by the CDF experiment in the
lepton + jet channel [25] and is shown in Fig. 4. We also
show the apparent Mtt̄ from this model, which includes
contributions from fake processes. We observe that the
heavier the Z �, the more the last bin deviates from the
measurement. This is because the Rutherford singularity
(beneficial to the generation of the At

FB) is most effective
at Mtt̄ � MZ� . A higher mass Z � will thus need higher
αX because it cannot take full advantage of the singular-
ity, leading to larger distortion of Mtt̄. Thus, lighter Z �

is favored.

The t-channel exchange of Z � can also produce like-
sign top-quark events uu(ūū) → tt(t̄t̄), which have been
discussed in a different context by [26]. Like-sign tops
can be observed as like-sign dilepton events plus b tag(s).
CDF has measured only 3 such events with 2 fb−1 of data

[12]. The SM expectation is also small but with large er-
ror: 2.1± 1.8 events. Our best point model predicts 5–6
events. Higher Z � mass models produce too many such
events from, e.g., tZ � → tt + ū if Z → uū (i.e., �U ) is
not large enough. For very large �U , constraints on the
Z � from the dijet channel [27] become important. This is
another reason why we desire MZ� < Mt. This combina-
tion of constraints largely determines the location of the
“best point” of Fig. 3.
There is another reason that Z � → t(∗)ū decays are

potentially dangerous. CDF has measured the ratio of
tt̄+0 jets to tt̄+ n jets, with a result consistent with the
SM value [25]. If the Z � → t(∗)ū decays are present, they
will preferentially contribute to the tt̄+n jets, potentially
at a dangerous level. A non-zero �U removes this conflict.
There are also potential contributions to the single-

top sample. As discussed earlier, with �U �= 0, decays
of the Z � → uū dominate. Then the dominant contri-
bution to the single-top sample comes from the process
ug → tZ � → tuū. This process (after multiplication by
a K-factor of 1.3), gives a production cross section of 3
pb. This is comparable to the SM prediction for single-
top production (2.9 pb). The measurement of single-top
at D0 and CDF [28, 29] relies on a multivariate analy-
sis using detailed kinematic information to extract the
single-top events from a large background dominated by
W+heavy flavored jets. These backgrounds are nearly
an order of magnitude larger than the signal described
here. So, it is not possible to say without such a detailed
experimental analysis whether a constraint presently ex-
ists. As a test of this model, the Tevatron experiments
might look in the single-top sample and see whether it is
possible to discern a resonance in the two light-flavored
jets corresponding to the Z �. This measurement might
also be possible at the Large Hadron Collider (LHC).
Flavor physics. One might wonder whether the novel

flavor violation of this model might be constrained by B
meson decays. The structure of the theory wherein off-
diagonal couplings are limited to the right-handed up-
type quarks make this model particularly safe.
Box diagrams containing both intermediate W and Z �

bosons can communicate flavor violation to the B sec-
tor, giving operators of the form Od,s = (b̄Γdi)(ūΓu),
where di = d, s. However, these operators are only 0.3%
(4%) for di = d(s) of the SM tree level CKM-suppressed
contributions to similar operators, and are of no con-
cern. Moreover, even the CKM-suppressed Os is negli-
gible compared to the penguin contribution in processes
like B → Kπ, see, e.g., [30]. If present, a flavor-off diag-
onal coupling involving a charm quark could give a dan-
gerous contribution to D–D̄ mixing. So, the charges of
the right-handed quarks under the Z � must be such that
any off-diagonal couplings to the charm are supressed.
Flavor changing neutral currents of SM gauge bosons

are also induced by one-loop penguin diagrams where Z �

runs in the loop with one off-diagonal and one diagonal
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canceled completely when the corresponding poles are subtracted. The dependence of our
final results on µr & µf will be shown in the numerical results.

The independence of the total cross section with δs and δc has been checked in the
situation δc << δs, as suggested by the two cut off phase space slicing method in Ref. [21].

III. NUMERICAL RESULTS

In this section, we will present the numerical results and compare them with the
experimental measurements. We choose cteq6l for leading order calculation and cteq6m
for higher order calculations. The scales µr and µf are set to be equal and αS(mZ) = 0.118.
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FIG. 6: Differential cross sections as a function of Mtt̄ with µr = µf = mt. Here “QCD Born”

and “QCD NLO” represent the results in the SM at leading order and next-to-leading order in

QCD. “QCD Born + Z ′ Born” and “QCD NLO + Z ′ NLO” stand for the predictions in FVZM

up to O
(

α2
X

)

and O
(

α2
sαX

)

respectively [c.f. Eqs. 2 and 4 ].

Differential cross sections as a function of Mtt̄ are shown in Fig. 6. Histograms are
drawn here in order to compare conveniently with the experimental measurements [3].
The parameters in the FVZM are taken to be αX = 0.024, MZ′ = 160GeV which is the
best point [10] to account for the top asymmetry. From the figure it is obvious that
the NLO QCD prediction is in good agreement with the data except the bin around 400
GeV. It should be noted that even the multiple soft gluon radiation effects are included,
the discrepancy remains (c.f. Ref. [7]). However the top quark asymmetry at NLO
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TABLE XIV: Data level asymmetries Att̄ for different event selections. In the case of no-b-fit, the tt̄ reconstruction has been
run without the constraint that b-tagged jets be associated with b-partons.

selection N events all Mtt̄ Mtt̄ < 450 GeV/c2 Mtt̄ ≥ 450 GeV/c2

standard 1260 0.057±0.028 -0.016±0.034 0.212±0.049
electrons 735 0.026±0.037 -0.020±0.045 0.120±0.063
muons 525 0.105±0.043 -0.012±0.054 0.348±0.080

data χ2 < 3.0 338 0.030±0.054 −0.033± 0.065 0.180± 0.099
data no-b-fit 1260 0.062±0.028 0.006± 0.034 0.190± 0.050

data single b-tag 979 0.058±0.031 -0.015±0.038 0.224±0.056
data double b-tag 281 0.053±0.059 -0.023±0.076 0.178±0.095

data anti-tag 3019 0.033±0.018 0.029±0.021 0.044±0.035
pred anti-tag - 0.010±0.007 0.013±0.008 0.001±0.014

pre-tag 4279 0.040±0.015 0.017±0.018 0.100±0.029
pre-tag no-b-fit 4279 0.042±0.015 0.023±0.018 0.092±0.029

B. Reconstruction

It is conceivable that a reconstruction error could pro-

duce an asymmetry from symmetric inputs. The qual-

ity of the reconstruction is summarized by a χ2 that

measures the consistency of the solution with the tt̄ hy-

pothesis. The distribution of χ2 in our sample, shown in

Fig. 15, is in very good agreement with the prediction,

including a good match on the long tail. When the sam-

ple is restricted to high quality fits with χ2 ≤ 3.0, we find

338 events in which Att̄ = −0.033 ± 0.065 at low mass

and Att̄ = 0.180 ± 0.099 at high mass. Although the

statistical precision is diminished in this small sample,

it suggests that the high mass asymmetry is present in

the best reconstructed events. Since the χ2 requirement

rejects a significant fraction of the background, it also

suggests that the high mass asymmetry is not a back-

ground related effect.

To test for possible reconstruction biases related to b-
tagging, we re-run the reconstruction algorithm removing

the constraint that b-tag jets be matched to b partons.

We find Att̄ = 0.006 ± 0.034 at low mass and Att̄ =

0.190 ± 0.050 at high mass. When we further separate

the events by lepton charge, the ∆ylh asymmetries are

A−lh = −0.190 ± 0.074 and A+
lh = 0.190 ± 0.069. The

large forward-backward charge asymmetry at high mass

is seen to be independent of the use of b-jet identification

in the reconstruction.

C. B-Jet Identification

All of our simulated models predict asymmetries that

are independent of whether one or two jets are b-tagged.

In single and double b-tagged samples pythia predicts

asymmetries that are consistent with zero, and the Octet

models predict asymmetries that are consistent with each

other. In the data, the two cases are consistent with each

other, although the statistical precision on the double

tagged sample is marginal.

In the background dominated anti-tags, the inclusive

and low mass samples have small asymmetries that agree

with the prediction. In the high mass anti-tag sample we

find Att̄ = 0.044±0.035, consistent with either the model

prediction of zero or a slight excess due to the tt̄ compo-

nent there. Mixing backgrounds and tt̄ in the expected

ratio and assuming the tt̄ component has an asymme-

try of 0.266 (as in Table XIII), we find a total expected

asymmetry in the anti-tag sample of Att̄ = 0.079± 0.034

in agreement with the data.

The lepton+jets sample with no b-tagging is the “pre-

tag” sample. Our standard pythia + background model

predicts pre-tag asymmetries consistent with zero for all

mass categories. The asymmetries in the data are shown

in Table XIV. At low mass the asymmetry in the pre-tags

is consistent with zero. At high mass, the pre-tag sample

has a significant asymmetry 0.100± 0.029. If we assume

that tt̄ signal at high mass has Att̄ = 0.266 as in Ta-

ble XIII and combine tt̄ with our standard backgrounds

in the expected pre-tag ratio, we predict a pre-tag asym-

metry of Att̄ = 0.111 ± 0.028, in good agreement with

the data.

As a final check in the pre-tag sample, we repeat the

exercise of running the reconstruction without the con-

straint that b-tagged jets are used as b-partons. The

results are shown in the bottom row of Table XIV. The

asymmetry at high mass is 0.092 ± 0.029, a significant

effect in a sample that makes absolutely no reference to

b-tagging.

D. Jet Multiplicity

In Sec. IV A we discussed the two components of

the NLO QCD asymmetry: (1) radiative corrections to

quark-antiquark production and (2) interference between

different amplitudes contributing to the tt̄j final state.

The two contributions have opposite signs. At NLO,

the first is positive and dominant for the inclusive mea-

surement, while the second is negative and subdominant.


















