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Outline 
• Review of what we know about HTSC. 

• Our model of scalar ``symplectic’’  fermions.

• Renormalization group and doping.

• Pseudogap

• Resistivity

• Specific heat

• d-wave gap equation and Tc 
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of SC on either side of the critical point. Numerically we find that at the critical point

T ∗
c

T0
≈ .084,

T ∗
c

T0δ′(x∗)
≈ .268 (72)

We also find numerically that the maximum value of Tc occurs close to the critical point so

that Tmax
c ≈ .084T0, i.e. Tmax

c is simply proportional to fundamental energy scale E0.

As argued in section V, T0 should be identified with the anti-ferromagnetic exchange en-

ergy J at half-filling. For T0 = 1350K, this gives Tmax
c ≈ 113K, which is quite reasonable for

HTSC. It should be emphasized that the above Tc is intrinsic to the two spatial dimensions,

i.e. does not involve any kind of inter-planar energy scales.
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FIG. 13: Plot of Tc and T∗ vs x for x0 = 4 and x̃0 = 12.

X. CONCLUDING REMARKS

In summary, we have further developed the interacting symplectic fermion model in two

spatial dimensions by studying a dynamically generated relativistic mass and by including

a finite temperature. This allowed us to study some fundamental properties of the model,

such as the specific heat and spin response, which clearly show non-Fermi liquid properties.

As a simplified model of HTSC, we identified the pseudogap energy scale with the zero

temperature relativistic mass m, and pointed out some close parallels with the observed

phenomenology of the pseudogap.

We studied the effects of the pseudogap and finite temperature on the d-wave gap equa-

tion. In this model, the pseudogap clearly competes with superconductivity as a distinct
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we get a dome!

pseudogap
competes 
with  SC, no
preformed 
pairs etc. 



!"#$"%&

'()*+,-()./0()!"#$ 123)413256

!"789$"9%&:;

:

<=>?@/AABC"D=/>?E)

FB>>)G=-&H">BA



!"##$%&'()*#"+,$-./()'01.$2"()"34$567.8

3.8 Å

9"$:"(4).$
";;(/*&;<$
*))"=.:>>

9>?>$!"##@$!"#$%&!'()%&*#$&+,-@$ABC$DBEAEF

(courtesy Seamus Davis) 



!"#$%&''()*+"&#$,-./01&'&2,3*"+&..456789&:

;7.<7.!"=&'>("?.!"#$%&'()%&**+?.@.A8BCBD

77&2,&1#.*>..
*.E$'#0*F.
1'(,&>>7

3.8 Å

jij

ji

i nnSS
U

t
H

4

14

,

2

!"# $
%&

!!

AF order preferred since it allows virtual hopping



3.8 Å

!"#$%"&'($)*+,$,)-).$/.%"0.$,&1.2%"3(&%)+345



)(k
!

!!"#!$%$&'#()*&+$,*-.&/&+.&+$#0%12#3+&245#6%/

78&#!"#&+&245#4%/####
8%9#:),2#+).&9;

)(k
!

!

!8&+#&$#%< 0=>#!"#$?@@@#AB@@?C#
D1+4##&$#%< 0=E#%& @FGH###AB@@FC
(&9)$#&$#%< 0=>#'( HIJ#####AB@@@C

The SC gap has d-wave symmetry



MANY OPEN 
QUESTIONS

• What is the basic mechanism that leads to      
d-wave pairing from repulsive interactions?

• What is the pseudogap?    Pre-formed pairs?  
Intrinsic to 1-particle density of states?   

• Does the pseudogap compete or help 
superconductivity?  

• What sets the scale of Tc?    



Where to begin?
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Here......

Hypothesize a gas of 
particles that SC condenses 

out of.

*  assume  rotational invariance at long wavelengths. 
     (lattice effects absent in the basic model.)

*   Need a new kind of non-Fermi liquid with a 
quantum field theory description.  (Like Luttinger in 
1d) 



Basic requirements on models
• Purely electronic:   only repulsive quartic 

interactions (like the Hubbard model). 

• intrinsically 2 dimensional.

• d-wave pairing (attractive).  

• non-Fermi liquid properties of normal state: 
pseudogap in resistivity,  specific heat.  Most 
important clues are here.   

• prediction of Tc.  
Difficult to obtain all in a single model....



THE MODEL

I. INTRODUCTION

Tex for talk:

χ±↑,↓

h = hole doping ∝
(

1− Λ

Λc

)

h = 〈χ−χ+〉/Λc ≈
1

π2

(
1− Λ

Λc

)
=

1

π2

(
x− x0

x∗ − x0

)

q± = 〈χ±↑ χ±↓ 〉

q± = −8π2g

∫
dωd2k

(2π)3

q±

(ω2 + k2)2 + q+q−

∆ =
√

q = Λce
1/g

m ∝ Λ

∂µ∂µ = ∂2
t + %∇2

−Λ
dĝ

dΛ
= ĝ − 8ĝ2

II. THE MODEL, IT’S SYMMETRIES AND ORDER PARAMETERS

The fundamental fields of the model are charged fermionic fields χ±α , where the flavor

index α =↑, ↓ corresponds to spin. The euclidean action in 2 spatial dimensions is the

following

S =

∫
d2xdt

(
∑

α=↑,↓

(
∂µχ

−
α∂µχ

+
α + m2χ−

αχ+
α

)
− 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)
(1)

where ∂µ∂µ = ∂2
t + %∇2.

2

4 fundamental fermionic  fields:
    +, -  =  electric charge



depends on the variable x which up to a scale is the inverse coupling. In section VI we

propose a relation between the variable x and hole doping which thus gives the doping

dependence of the pseudogap. In section VII we compute the effect of the pseudogap on

the electronic specific heat. A non-zero magnetic field is introduced in section VIII, and we

compute the temperature dependent spin susceptibility and the magnetic field dependence

of the specific heat. For all of these thermodynamic properties, we find crossover behavior

at the temperature T = T ∗ and its qualitative dependence on doping compares favorably

with data. Finally in section IX we derive the finite temperature version of the d-wave

gap equation and incorporate the effect of the pseudogap into it. Analysis of this equation

clearly shows that the pseudogap competes with SC, and leads to a computation of the

superconducting Tc.

II. REVIEW OF THE MODEL, IT’S SYMMETRIES AND ORDER PARAME-

TERS

As for any second-quantized description of electrons with spin 1
2 , the fundamental fields

of the model are 4 fermionic fields χ±
α , where the flavor index α =↑, ↓ corresponds to spin

and ± is electric charge. Due to the fermionic statistics there is a unique quartic interaction,

thus various models are primarily characterized by the free kinetic term. Our model in two

spatial dimenions is

H =

∫
d2x

(
∑

α=↑,↓

(∂tχ
−
α∂tχ

+
α + v2

F
$∇χ−

α · $∇χ+
α + m2χ−

αχ+
α ) + 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)

(1)

The above hamiltonian would be a standard second-quantized field theory for fermions

interacting via a delta-function potential if it weren’t for the term that is second order in

time derivatives, and this is the primary novelty of the model. This choice of kinetic term can

be motivated from the phenomenology of HTSC, since it leads to the correct temperature

dependence of the specific heat C ∝ T 2 at low temperatures (see sectin VII) in the abscence

of superconductivity, which is characteristic of a relativistic theory, and the mass m can

correspond to the pseudogap.

As a model of HTSC, the above kinetic term can also be motivated as follows[4]. Sup-

pose one is near the Mott-Hubbard insulating phase. The anti-ferromagnetic phase of the

Heisenberg model has an effective low energy description in terms of a spin 3-vector field
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II. THE MODEL, IT’S SYMMETRIES AND ORDER PARAMETERS

The fundamental fields of the model are charged fermionic fields χ±α , where the flavor

index α =↑, ↓ corresponds to spin. The euclidean action in 2 spatial dimensions is the

following

S =

∫
d2xdt

(
∑

α=↑,↓

(
∂µχ

−
α∂µχ

+
α + m2χ−

αχ+
α

)
− 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)
(1)

where ∂µ∂µ = ∂2
t + %∇2.

2

4 fundamental fermionic  fields:
    +, -  =  electric charge

Interaction is unique by Fermi statistics:

Novelty:  the  kinetic term second order in time derivatives,
                 with emergent Lorentz symmetry.  



depends on the variable x which up to a scale is the inverse coupling. In section VI we

propose a relation between the variable x and hole doping which thus gives the doping

dependence of the pseudogap. In section VII we compute the effect of the pseudogap on

the electronic specific heat. A non-zero magnetic field is introduced in section VIII, and we

compute the temperature dependent spin susceptibility and the magnetic field dependence

of the specific heat. For all of these thermodynamic properties, we find crossover behavior

at the temperature T = T ∗ and its qualitative dependence on doping compares favorably

with data. Finally in section IX we derive the finite temperature version of the d-wave

gap equation and incorporate the effect of the pseudogap into it. Analysis of this equation

clearly shows that the pseudogap competes with SC, and leads to a computation of the

superconducting Tc.

II. REVIEW OF THE MODEL, IT’S SYMMETRIES AND ORDER PARAME-

TERS

As for any second-quantized description of electrons with spin 1
2 , the fundamental fields

of the model are 4 fermionic fields χ±
α , where the flavor index α =↑, ↓ corresponds to spin

and ± is electric charge. Due to the fermionic statistics there is a unique quartic interaction,

thus various models are primarily characterized by the free kinetic term. Our model in two

spatial dimenions is

H =

∫
d2x

(
∑

α=↑,↓

(∂tχ
−
α∂tχ

+
α + v2

F
$∇χ−

α · $∇χ+
α + m2χ−

αχ+
α ) + 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)

(1)

The above hamiltonian would be a standard second-quantized field theory for fermions

interacting via a delta-function potential if it weren’t for the term that is second order in

time derivatives, and this is the primary novelty of the model. This choice of kinetic term can

be motivated from the phenomenology of HTSC, since it leads to the correct temperature

dependence of the specific heat C ∝ T 2 at low temperatures (see sectin VII) in the abscence

of superconductivity, which is characteristic of a relativistic theory, and the mass m can

correspond to the pseudogap.

As a model of HTSC, the above kinetic term can also be motivated as follows[4]. Sup-

pose one is near the Mott-Hubbard insulating phase. The anti-ferromagnetic phase of the

Heisenberg model has an effective low energy description in terms of a spin 3-vector field

6

THE MODEL

I. INTRODUCTION

Tex for talk:

χ±↑,↓

h = hole doping ∝
(

1− Λ

Λc

)

h = 〈χ−χ+〉/Λc ≈
1

π2

(
1− Λ

Λc

)
=

1

π2

(
x− x0

x∗ − x0

)

q± = 〈χ±↑ χ±↓ 〉

q± = −8π2g

∫
dωd2k

(2π)3

q±

(ω2 + k2)2 + q+q−

∆ =
√

q = Λce
1/g

m ∝ Λ

∂µ∂µ = ∂2
t + %∇2

−Λ
dĝ
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(
∂µχ

−
α∂µχ

+
α + m2χ−

αχ+
α

)
− 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)
(1)

where ∂µ∂µ = ∂2
t + %∇2.

2

4 fundamental fermionic  fields:
    +, -  =  electric charge

Interaction is unique by Fermi statistics:

Novelty:  the  kinetic term second order in time derivatives,
                 with emergent Lorentz symmetry.  

Phenomenological motivation:    m = pseudogap,  
specific heat proportional to T2 at low temperatures.



X. ANTI-FERROMAGNETIC PHASE (MOTT-HUBBARD INSULATOR)

A. Symplectic fermions from the Hubbard model at half-filling

As stated in the introduction, one cannot derive our model by taking a direct

scaling limit of a lattice fermion model like the Hubbard model; this should be clear

from the fact that they have different symmetries, i.e. SO(4) versus SO(5). The

main reason for this is that one needs to take special care of the Fermi surface in

taking such a continuum limit. Nevertheless, we can further motivate our model by

comparison with lattice models as follows. Since our model has no explicit lattice, the

meaning of the !s ·!s != 0 phase can only be understood by comparing with low energy,

continuum descriptions of magnetism. It is well-known[32, 35] that excitations above

the anti-ferromagnetic Néel state of the Heisenberg model are described by the non-

linear O(3) sigma-model. The basic facts about lattice models we need for this

discussion are collected in Appendix B. Since the !n field corresponds to our O(3)

vector of order parameters !φ in eq. (65), let us use that notation.

At half-filling and strong coupling, the Hubbard model can be mapped to the

Heisenberg model and the order parameter !φ is constrained to have fixed length

!φ · !φ = constant. In our model, the magnetic order parameter can be expressed as

!φ =
1√
2
χ−!σχ+ (100)

where !σ are the Pauli matrices. A fixed length constraint on !φ is equivalent to a

similar constraint on the χ’s. Using

!σij · !σkl = 2δilδjk − δijδkl (101)

one can show

!φ · !φ = −
3

2
(χ−χ+)2 (102)
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The other candidate field theory is second-order in derivatives, with kinetic term

S =

∫
dt ddx ∂µχ

−∂µχ+ (23)

For χ± fermionic (Grassman) fields, this is a very unconventional theory, since it po-

tentially has problems with the spin-statistics theorem and unitarity; in high energy

elementary particle theory it usually corresponds to ghost fields. These issues will

be discussed in detail and resolved completely in the next two sections. Here, let us

give the main arguments for why this should be the right starting point:

(i) As shown in the next two sections, the free theory in momentum space corresponds

precisely to the hamiltonian (10) for particles and holes near a circular Fermi surface.

This is of course a perfectly hermitian theory with no negative norm states.

(ii) The fundamental field χ has scaling dimension (d− 1)/2 and thus quartic inter-

actions have dimension 2(d − 1) which is actually relevant for d < 3. Thus it can

have non-Fermi liquid behavior.

(iii) Although we are led to consider this model for the nearly circular Fermi surface

below half-filling, a simple argument leads to the same model at half-filling. It is

well-known that a low-energy description of excitations above the staggered AF state

is described by the O(3) non-linear sigma model for a field #φ constrained to have

constant length with the action

S =

∫
dt ddx ∂µ

#φ · ∂µ#φ (24)

(See Appendix B.) In our model the anti-ferromagnetic order parameter #φ is bilinear

in the fields #φ = χ−#σχ+/
√

2. The non-linear constraint on the #φ fields follow from

imposing a similar constraint on the χ fields: χ−χ+ = constant. This was pointed

out in[17]. Inserting this into the above action one finds that one obtains the second

order action (23) for the χ fields up to irrelevant operators (eq. (104) below). Thus

the symplectic fermion model with interactions can in principle describe AF order,
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Motivation from O(3) sigma model description of AF.

non-linear sigma model:  

constraint on phi follows from a constraint on chi:

Imposing: 

I. INTRODUCTION

Tex for talk:

χ−
↑ χ+

↑ + χ−
↓ χ+

↓ = constant

χ±↑,↓

h = hole doping ∝
(

1− Λ

Λc

)

h = 〈χ−χ+〉/Λc ≈
1

π2

(
1− Λ

Λc

)
=

1

π2

(
x− x0

x∗ − x0

)

q± = 〈χ±↑ χ±↓ 〉

q± = −8π2g

∫
dωd2k

(2π)3

q±

(ω2 + k2)2 + q+q−

∆ =
√

q = Λce
1/g

m ∝ Λ

∂µ∂µ = ∂2
t + %∇2

−Λ
dĝ

dΛ
= ĝ − 8ĝ2

II. THE MODEL, IT’S SYMMETRIES AND ORDER PARAMETERS

The fundamental fields of the model are charged fermionic fields χ±α , where the flavor

index α =↑, ↓ corresponds to spin. The euclidean action in 2 spatial dimensions is the

following

S =

∫
d2xdt

(
∑

α=↑,↓

(
∂µχ

−
α∂µχ

+
α + m2χ−

αχ+
α

)
− 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)
(1)

2

!φ constrained to be of fixed length !φ · !φ = constant, with lagrangian ∂µ
!φ · ∂µ

!φ[18, 19].

The field !φ is bilinear in the fundamental electron fields, and in our model corresponds to

!φ = χ−!σχ+/
√

2. The constraint on !φ can be imposed by the constraint χ−χ+ = constant

since

!φ · !φ = −
3

2

(
χ−χ+

)2
(2)

Imposing these constraints one finds that

∂µ
!φ · ∂µ

!φ ∝ ∂µχ−∂µχ+ + irrelevant operators (3)

which justifies the kinetic term in our model. One can then relax the constraint on χ−χ+,

and replacing it with a “soft constraint” by including a quartic interaction, as is done for

the non-linear O(3) sigma model in two spatial dimensions.

Another motivation for the kinetic term in our model (at m = 0) was given in [4] based

on the linear dispersion relation Ek = |k| one obtains when expanding around a circular

Fermi surface. However this involved a modification of, or at best a crude approximation

to, the density of states.

Canonical quantization and also a path-integral formulation follow from the euclidean

action:

S =

∫
d2x dt

(
∑

α=↑,↓

(
∂µχ−

α∂µχ
+
α + m2χ−

αχ+
α

)
− 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)

(4)

where ∂µ∂µ = ∂2
t + v2

F
!∇2. The velocity vF plays the role of the speed of light, and it was

proposed in [4] that it be identified with the universal nodal Fermi velocity[13]. In the

sequel we set vF = ! = kB = 1 except where indicated. Note that the fields χ are treated as

Lorentz scalars and spin is simply a flavor. However it is possible to treat the fields as Dirac

spinors and thereby achieve complete Lorentz invariance[14]. The quartic term is unique up

to the sign of the coupling by fermionic statistics, and positive g corresponds to repulsive

interactions.

A consequence of the fermionic statistics is that the model has a hidden SO(5) symmetry.

As explained in the Introduction, the appearance of this SO(5) is quite different from the

SO(5) symmetry proposed by Zhang. This symmetry is manifest if one considers an N -

component version with fields χ±
α , α = 1, .., N , which has Sp(2N) symmetry (hence the

terminology “symplectic fermions”). For N = 2, since there are 4 fermionic fields and

7

* explains the second order in time derivatives. 



Unitarity,  spin statistics!? 

• spin is a flavor here and thus does not need to 
be embedded in the Lorentz group. 

• The issue is really:    can one consistently 
quantize a fermionic theory that is second 
order in time derivatives?

Yes......



Canonical quantization:

consequently a unique 4-fermion interaction, the theory automatically has Sp(4) = SO(5)

symmetry.

The SO(5) contains SO(3) and U(1) subgroups which commute and can be identified

with spin and electric charge respectively. The conserved electric current then corresponds

to

Je
µ = −i

∑

α

(
χ−

α∂µχ+
α + χ+

α∂µχ−
α

)
(5)

and the fields χ± have electric charge Qe = ±1.

The important order parameters for the study of spontaneous symmetry breaking are

composite bilinears in the fermions. The 4 fields χ±
α transform under the spinor representa-

tion of SO(5). The bilinears can be decomposed as 4⊗4 = 1⊕5⊕10 where 1 is the singlet,

5 the vector representation, and 10 the adjoint. The singlet is the field
∑

α χ−
αχ+

α ≡ χ−χ+

and corresponds to the mass term in the action. The 5-vector of fields corresponds to

#Φ = (#φ, φ+
e , φ−

e ) = (
1√
2
χ−#σχ+, χ+

↑ χ+
↓ , χ−

↓ χ−
↑ ) (6)

where #σ are Pauli matrices. The triplet of fields #φ are electrically neutral and transform as

a spin vector under the SO(3) and serve as magnetic order parameters. The fields φ±
e on

the other hand are spin singlets but carry electric charge ±2 and are thus Cooper pair fields

for superconducting order. The SO(5) invariant product is

#Φ · #Φ = #φ · #φ − 2φ+
e φ−

e (7)

and the interaction can be expressed in the manifestly SO(5) invariant manner:

Lint =
8π2

5
g #Φ · #Φ (8)

The momentum expansion of the free fields is

χ−(x, t) =

∫
d2k

(2π)2
√

2ωk

(
a†
k
e−ik·x + bke

ik·x
)

(9)

χ+(x, t) =

∫
d2k

(2π)2
√

2ωk

(
−b†

k
e−ik·x + ake

ik·x
)

where ωk =
√

k2 + m2 and k · x = ωkt − k · x. The canonical quantization of the theory

based on the lagrangian leads to the canonical anti-commutations in momentum space:

{ak, a
†
k′} = {bk, b†k′} = (2π)2δ(k − k′) (10)

8

and the hamiltonian is

Hfree =

∫
d2k

(2π)2

∑

α=↑,↓

ωk

(
a†
k,αak,α + b†

k,αbk,α

)
(11)

The a and b particles have opposite electric charge and can thus be thought of as particles

and holes.

A distinguishing feature of our model, in contrast to quartic interactions of Dirac fermions

for instance, is that the quartic interaction is relevant in the renormalization group (RG)

sense: the field χ has classical mass dimension 1/2 so that the quartic interaction has

dimension 2 and the coupling g dimension 1. This means that the interactions are important

at low energies and can lead to non-Fermi liquid behavior. In fact, the model has a low energy

RG fixed point, i.e. a quantum critical point at g ≈ 1/8. This critical point can formally be

understood as an analytic continuation of the familiar Wilson-Fisher fixed point of the O(N)

models, where N = −4, and some critical exponents, such as the anomalous dimension of

the field χ, can be computed by specializing the known epsilon-expansion results for the

O(N) model to N = −4[3]. However, many of the important operators such as the order

parameters $Φ are composite fermion bilinears, which changes their structure compared to

the magnetic order parameters of the O(N) models. Furthermore, $Φ includes bilinear order

parameters of charge ±2 that have no counterpart in O(N) physics. These RG properties

are summarized in the next section.

Another interesting feature of our model is that whereas the fundamental interaction

is repulsive, when one incorporates the momentum-dependent scattering at second order

in perturbation theory (1-loop) there is an instability toward the formation of a d-wave

superconducting ground state. This was studied in [4] by deriving a d-wave gap equation

for momentum-dependent vacuum expectation values for the Cooper-pair fields φ±
e . This is

reviewed briefly in section IX where we derive and study the finite temperature version of

the d-wave gap equation.

III. UNITARITY OF THE MODEL AS AN EFFECTIVE LOW ENERGY THE-

ORY.

The above free hamiltonian (11) in momentum space is obviously hermitian and defines a

unitary theory, in spite of the fact that the Klein-Gordon type of action normally associated

9

consequently a unique 4-fermion interaction, the theory automatically has Sp(4) = SO(5)

symmetry.

The SO(5) contains SO(3) and U(1) subgroups which commute and can be identified

with spin and electric charge respectively. The conserved electric current then corresponds

to

Je
µ = −i

∑

α

(
χ−

α∂µχ+
α + χ+

α∂µχ−
α

)
(5)

and the fields χ± have electric charge Qe = ±1.

The important order parameters for the study of spontaneous symmetry breaking are

composite bilinears in the fermions. The 4 fields χ±
α transform under the spinor representa-

tion of SO(5). The bilinears can be decomposed as 4⊗4 = 1⊕5⊕10 where 1 is the singlet,

5 the vector representation, and 10 the adjoint. The singlet is the field
∑

α χ−
αχ+

α ≡ χ−χ+

and corresponds to the mass term in the action. The 5-vector of fields corresponds to

#Φ = (#φ, φ+
e , φ−

e ) = (
1√
2
χ−#σχ+, χ+

↑ χ+
↓ , χ−

↓ χ−
↑ ) (6)

where #σ are Pauli matrices. The triplet of fields #φ are electrically neutral and transform as

a spin vector under the SO(3) and serve as magnetic order parameters. The fields φ±
e on

the other hand are spin singlets but carry electric charge ±2 and are thus Cooper pair fields

for superconducting order. The SO(5) invariant product is

#Φ · #Φ = #φ · #φ − 2φ+
e φ−

e (7)

and the interaction can be expressed in the manifestly SO(5) invariant manner:

Lint =
8π2

5
g #Φ · #Φ (8)

The momentum expansion of the free fields is

χ−(x, t) =

∫
d2k

(2π)2
√

2ωk

(
a†
k
e−ik·x + bke

ik·x
)

(9)

χ+(x, t) =

∫
d2k

(2π)2
√

2ωk

(
−b†

k
e−ik·x + ake

ik·x
)

where ωk =
√

k2 + m2 and k · x = ωkt − k · x. The canonical quantization of the theory

based on the lagrangian leads to the canonical anti-commutations in momentum space:

{ak, a
†
k′} = {bk, b†k′} = (2π)2δ(k − k′) (10)

8

The free theory is perfectly hermitian and unitary 
in momentum space. 
Note:   m  is a gap in the single particle density of states.



The canonical hamiltonian is simply

H = χ̇−χ̇+ + ω2χ−χ+ (29)

The equation of motion is (∂2
t +ω2)χ = 0. Because this is second-order, the mode

expansion involves both positive and negative frequencies:

χ−(t) =
1√
2ω

(
a† e−iωt + b eiωt

)

χ+(t) =
1√
2ω

(
−b† e−iωt + a eiωt

)
(30)

The canonical anti-commutation relations (28) then require

{a, a†} = {b, b†} = 1 (31)

with all other anti-commutators equal to zero. The hamiltonian is

H = ω(a†a + b†b − 1) (32)

B. Pseudo-hermiticity

The only subtle aspect of the above quantization is the extra minus sign in the

expansion of χ+ in eq. (30), which was necessary in order to have the canonical

relations (31). This minus sign implies that χ+ is not the hermitian conjugate of

χ−. One can understand this feature more clearly, and also keep track of it, with the

operator C that distinguishes particles and holes in eq. (13):

χ+ = C(χ−)†C. (33)

In terms of the original χ variables, the hamiltonian is pseudo-hermitian, H† = CHC.

However after using the equations of motion and expressing it in terms of a, b’s, since

it is quadratic in b’s, the hamiltonian (32) is actually hermitian. This issue will be

revisited when interactions are introduced in the next section.
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order in derivatives. The first order case requires a multi-
component Dirac field, and since here a 4-fermion interac-
tion is an irrelevant dimension 4 operator in 2d, it cannot
lead to a non-Fermi liquid.
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FIG. 2: Expansion around a circular Fermi Surface. The
diamond corresponds to a half-filled lattice.

The other possibility is second-order in both space and
time derivatives with action

S =

∫
dt d2x

(
∂tχ

−∂tχ
+ − v2

F
#∇χ− · #∇χ+

)
(2)

The Fermi velocity plays the role of the speed of light
which just serves to convert units of space and time so
it can be set equal to 1. This form for a fermionic field
is very unconventional, and to a particle physicist it ap-
pears to violate the spin-statistics theorem. Since the
above kinetic term is crucial to all that follows, we give
the following compelling arguments in favor of it: (i)
It correctly reproduces the desired effective hamiltonian
(??) for particles and holes near the Fermi surface. Thus
the free theory is perfectly hermitian and unitary in mo-
mentum space. (ii) In the condensed matter context, spin
is a flavor and for spin 1

2
particles we simply double the

number of components χ±
↑ , χ±

↓ . Since there is a total of
4 fields, by Fermi statistics there is a unique 4-fermion
interaction with hamiltonian density

Hint = 8π2g χ−
↑ χ+

↑ χ−
↓ χ+

↓ (3)

Repulsive interactions correspond to positive g. Since the
field has classical scaling dimension 1

2
in 2d, the above

operator has dimension 2 and is therefore relevant. At
low energies the coupling flows to an interacting fixed
point with non-Fermi liquid behavior. (iii) Although our
model was originally motivated by expanding near a cir-
cular Fermi surface, it can also be obtained from inter-
acting itinerant lattice fermion models like the Hubbard
model at half-filling, thus it can interpolate between the
two Fermi surfaces shown in Figure ??. At strong cou-
pling the latter is known to correspond to the Heisen-
berg anti-ferromagnet, with a low energy description in
terms of an O(3) non-linear sigma model[? ? ] for a

field #φ constrained to have fixed length with lagrangian
L = ∂µ

#φ · ∂µ#φ. In our model the #φ order parameter is
#φ = χ−#σχ+ (see below) and the constraint on #φ follows
from the simple constraint χ−χ+ equal to a constant.
Inserting this into the #φ action one obtains the second
order action (??) up to some irrelevant operators.

There is no violation of the spin-statistics connection
since here spin is a flavor and the fields are fermionic.
The issue rather has to do with unitarity. The mode
expansion of the fields is

χ−(x, t) =

∫
(d2p)
√

2ωp

(
a†
p e−ip·x + bp eip·x

)

χ+(x, t) =

∫
(d2p)
√

2ωp

(
−b†p e−ip·x + ap eip·x

)
(4)

where ωp =
√

p2 and p · x ≡ ωpt − p · x. The addi-
tional minus sign in the expansion of χ+ is chosen so that
the canonical quantization relations of the fields leads to
the usual canonical relations in momentum space for the
a and b’s. The canonical hamiltonian of the theory is
precisely (??). Introduce a unitary operator C that dis-
tinguishes particles and holes: CaC = a, CbC = −b
where C2 = 1. Then χ+ = C(χ−)†C and in terms of
fields the hamiltonian is pseudo-hermitian: H† = CHC[?
]. It was understood long ago by Pauli that a pseudo-
hermitian hamiltonian gives a consistent quantum me-
chanics with a unitary time evolution and real eigen-
values. In the present context, pseudo-hermiticity has
additional meaning with regard to the kinematics of the
expansion around the Fermi surface since C distinguishes
particles and holes. Conservation of the physical momen-
tum k is only equivalent to conservation of p for processes
where particles are paired with particles and holes with
holes. For the study of SC, these are of course the pro-
cesses we are primarily concerned with. We are thus only
interested in eigenstates which are also eigenstates of C,
and for these H = H†.

The SO(5) symmetry is easiest to see if one introduces
an N -component version with fields χ±

α , α = 1, .., N ,
which has Sp(2N) symmetry[? ]. For spin 1

2 particles,
N = 2 and Sp(4) = SO(5). The SO(5) has an SU(2)
spin subgroup and a U(1) charge that commutes with
it. The ± indices on the fields χ± correspond to elec-
tric charge. One can construct an SO(5) vector of order

parameters #Φ = (φx, φy, φz , φ+
e , φ−

e ) where #φ is an electri-
cally neutral SU(2) vector and φ±

e are Cooper pair fields
of charge ±2 which are SU(2) spin singlets:

#φ = χ−#σχ+, φ+
e = χ+

↑ χ+
↓ , φ−

e = χ−
↓ χ−

↑ (5)

Low energy fixed point. It is important to carry out the
RG directly in 2d. As usual, the RG prescription in-
volves two energy scales, the cut-off Λc and a lower run-
ning scale Λ. Since the coupling g has units of energy
in 2d, we define g(Λ) = Λĝ(Λ) where ĝ is dimensionless.
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The other possibility is second-order in both space and
time derivatives with action

S =

∫
dt d2x

(
∂tχ

−∂tχ
+ − v2

F
#∇χ− · #∇χ+

)
(2)

The Fermi velocity plays the role of the speed of light
which just serves to convert units of space and time so
it can be set equal to 1. This form for a fermionic field
is very unconventional, and to a particle physicist it ap-
pears to violate the spin-statistics theorem. Since the
above kinetic term is crucial to all that follows, we give
the following compelling arguments in favor of it: (i)
It correctly reproduces the desired effective hamiltonian
(??) for particles and holes near the Fermi surface. Thus
the free theory is perfectly hermitian and unitary in mo-
mentum space. (ii) In the condensed matter context, spin
is a flavor and for spin 1

2
particles we simply double the

number of components χ±
↑ , χ±

↓ . Since there is a total of
4 fields, by Fermi statistics there is a unique 4-fermion
interaction with hamiltonian density

Hint = 8π2g χ−
↑ χ+

↑ χ−
↓ χ+

↓ (3)

Repulsive interactions correspond to positive g. Since the
field has classical scaling dimension 1

2
in 2d, the above

operator has dimension 2 and is therefore relevant. At
low energies the coupling flows to an interacting fixed
point with non-Fermi liquid behavior. (iii) Although our
model was originally motivated by expanding near a cir-
cular Fermi surface, it can also be obtained from inter-
acting itinerant lattice fermion models like the Hubbard
model at half-filling, thus it can interpolate between the
two Fermi surfaces shown in Figure ??. At strong cou-
pling the latter is known to correspond to the Heisen-
berg anti-ferromagnet, with a low energy description in
terms of an O(3) non-linear sigma model[? ? ] for a

field #φ constrained to have fixed length with lagrangian
L = ∂µ

#φ · ∂µ#φ. In our model the #φ order parameter is
#φ = χ−#σχ+ (see below) and the constraint on #φ follows
from the simple constraint χ−χ+ equal to a constant.
Inserting this into the #φ action one obtains the second
order action (??) up to some irrelevant operators.

There is no violation of the spin-statistics connection
since here spin is a flavor and the fields are fermionic.
The issue rather has to do with unitarity. The mode
expansion of the fields is

χ−(x, t) =

∫
(d2p)
√

2ωp

(
a†
p e−ip·x + bp eip·x

)

χ+(x, t) =

∫
(d2p)
√

2ωp

(
−b†p e−ip·x + ap eip·x

)
(4)

where ωp =
√

p2 and p · x ≡ ωpt − p · x. The addi-
tional minus sign in the expansion of χ+ is chosen so that
the canonical quantization relations of the fields leads to
the usual canonical relations in momentum space for the
a and b’s. The canonical hamiltonian of the theory is
precisely (??). Introduce a unitary operator C that dis-
tinguishes particles and holes: CaC = a, CbC = −b
where C2 = 1. Then χ+ = C(χ−)†C and in terms of
fields the hamiltonian is pseudo-hermitian: H† = CHC[?
]. It was understood long ago by Pauli that a pseudo-
hermitian hamiltonian gives a consistent quantum me-
chanics with a unitary time evolution and real eigen-
values. In the present context, pseudo-hermiticity has
additional meaning with regard to the kinematics of the
expansion around the Fermi surface since C distinguishes
particles and holes. Conservation of the physical momen-
tum k is only equivalent to conservation of p for processes
where particles are paired with particles and holes with
holes. For the study of SC, these are of course the pro-
cesses we are primarily concerned with. We are thus only
interested in eigenstates which are also eigenstates of C,
and for these H = H†.

The SO(5) symmetry is easiest to see if one introduces
an N -component version with fields χ±

α , α = 1, .., N ,
which has Sp(2N) symmetry[? ]. For spin 1

2 particles,
N = 2 and Sp(4) = SO(5). The SO(5) has an SU(2)
spin subgroup and a U(1) charge that commutes with
it. The ± indices on the fields χ± correspond to elec-
tric charge. One can construct an SO(5) vector of order

parameters #Φ = (φx, φy, φz , φ+
e , φ−

e ) where #φ is an electri-
cally neutral SU(2) vector and φ±

e are Cooper pair fields
of charge ±2 which are SU(2) spin singlets:

#φ = χ−#σχ+, φ+
e = χ+

↑ χ+
↓ , φ−

e = χ−
↓ χ−

↑ (5)

Low energy fixed point. It is important to carry out the
RG directly in 2d. As usual, the RG prescription in-
volves two energy scales, the cut-off Λc and a lower run-
ning scale Λ. Since the coupling g has units of energy
in 2d, we define g(Λ) = Λĝ(Λ) where ĝ is dimensionless.

Introduce unitary operator that distinguishes particles 
from holes:

Then:

The canonical hamiltonian is simply

H = χ̇−χ̇+ + ω2χ−χ+ (29)

The equation of motion is (∂2
t +ω2)χ = 0. Because this is second-order, the mode

expansion involves both positive and negative frequencies:

χ−(t) =
1√
2ω

(
a† e−iωt + b eiωt

)

χ+(t) =
1√
2ω

(
−b† e−iωt + a eiωt

)
(30)

The canonical anti-commutation relations (28) then require

{a, a†} = {b, b†} = 1 (31)

with all other anti-commutators equal to zero. The hamiltonian is

H = ω(a†a + b†b − 1) (32)

B. Pseudo-hermiticity

The only subtle aspect of the above quantization is the extra minus sign in the

expansion of χ+ in eq. (30), which was necessary in order to have the canonical

relations (31). This minus sign implies that χ+ is not the hermitian conjugate of

χ−. One can understand this feature more clearly, and also keep track of it, with the

operator C that distinguishes particles and holes in eq. (13):

χ+ = C(χ−)†C. (33)

In terms of the original χ variables, the hamiltonian is pseudo-hermitian, H† = CHC.

However after using the equations of motion and expressing it in terms of a, b’s, since

it is quadratic in b’s, the hamiltonian (32) is actually hermitian. This issue will be

revisited when interactions are introduced in the next section.
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pseudohermiticity of 
interacting theory: 
Generally one can prove a pseudohermitian 
hamiltonian has real eigenvalues and has a unitary 
time evolution with a suitably defined C-inner 
product.      C-inner product gives negative norm 
states in the b-particle sector.   Low energy effective 
theory has no negative probabilities since no 
transitions between states of mixed norm.  
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I. INTRODUCTION

II. THE MODEL, IT’S SYMMETRIES AND ORDER PARAMETERS

The fundamental fields of the model are charged fermionic fields χ±
α , where the flavor

index α =↑, ↓ corresponds to spin. The euclidean action in 2 spatial dimensions is the

following

S =

∫
d2xdt

(
∑

α=↑,↓

(
∂µχ

−
α∂µχ+

α + m2χ−
αχ+

α

)
− 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)

(1)

where ∂µ∂µ = ∂2
t + %∇2.

The quartic interaction is unique up to the sign of the coupling by fermionic statistics.

Another consequence of the fermionic statistics is that the model has an SO(5) symmetry.

This symmetry is manifest if one considers an N -component version, α = 1, .., N , which has

Sp(2N) symmetry, and one notes Sp(4) = SO(5). The SO(5) contains a spin SO(3) and

a U(1) which can be identified with electric charge. The conserved electric current then

corresponds to

Je
µ = −i

∑

α

(
χ−

α∂µχ
+
α + χ+

α∂µχ
−
α

)
(2)

and the fields χ± have electric charge ±1.

The important order parameters for the study of spontaneous symmetry breaking are

composite bilinears in the fermions. The 4 fields χ±
α transform under the spinor representa-

tion of SO(5). The bilinears can be decomposed as 4⊗4 = 1⊕5⊕10 where 1 is the singlet,

5 the vector representation, and 10 the adjoint. The singlet is the field
∑

α χ−χ+ ≡ χ−χ+

and corresponds to the mass term in the action. The 5-vector of fields corresponds to

%Φ = (%φ, φ+
e , φ−

e ) = (χ−%σχ+/
√

2, χ+
↑ χ+

↓ , χ−
↓ χ−

↑ ) (3)

where %σ are Pauli matrices. The triplet of fields %φ are electrically neutral and transform as

a spin vector under the SU(2) and serve as magnetic order parameters. The fields φ±
e on

the other hand are spin singlets but carry electric charge ±2 and are thus Cooper pair fields

for superconducting order. The SO(5) invariant product is

%Φ · %Φ = %φ · %φ − 2φ+
e φ−

e (4)

2

magnetic electric
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literature where appropriate.

The main purpose of the present article is study in detail the origin and properties of

the so-called pseudogap in our model. In the HTSC materials, the pseudogap refers to an

energy scale Epg ≡ kBT ∗ where a cross-over behavior is observed in a variety of physical

properties such as electronic specific heat, magnetic susceptibility and conductivity. The

same energy scale can be observed as the onset of a depression in the density of states. In

the underdoped region, T ∗ is considerably larger than the superconducting Tc. For reviews

see [6, 7]. The origin and physical interpretation of the pseudogap remains a fundamental

question in the physics of HTSC, and many researchers feel that a proper understanding of

it will be an important key toward unraveling the mysteries of HTSC. Two broad classes

of theories can be summarized by the schematic phase diagrams shown in Figure 1. In the

scenario on the left, T ∗ goes to zero inside the SC dome, perhaps terminating at a quantum

critical point. In this class of theories the pseudogap is unrelated, and in fact competes

with, superconductivity. In the second class of theories, the pseudogap indicates pre-formed

Cooper pairs for example, i.e. is a friendly precursor to SC, and the pseudogap line merges

with Tc on the overdoped side. These opposing scenarios are discussed in some detail in

[8]. Thermodynamic data such as specific heat favors the first scenario[9, 10], whereas

spectroscopic data seems to support the second[11].

dopingdoping

TcTc

T ∗

T ∗

FIG. 1: Two proposed theoretical scenarios for the HTSC phase diagram.

In our model there is an obvious identification of the pseudogap: whereas AF or SC order

are related to the order parameters in the 5 vector of SO(5), the pseudogap is naturally

associated with the singlet bilinear in the tensor product of 4⊗ 4, as suggested by Tye[12],

and also more tentatively in [4]. This corresponds to the operator χ−χ+ ≡
∑

α=↑,↓ χ−
αχ+

α .

Whereas this term is classically zero in the relation with the O(3) sigma model, it is dy-

namically generated in the presence of interactions. As a contribution to the hamiltonian, it

4

Singlet: ~ pseudogap



Energy scales
There are two zero temperature energy scales in the 
model,  the cut-off and the mass m.    Since we will be
computing temperature dependence,  we convert these
to equivalent temperatures:

Let us define

g = Λĝ (18)

Then the beta function for the dimensionless coupling ĝ is

Λ∂Λĝ = −ĝ + 8ĝ2 (19)

The above beta-function eq. (19) has a low energy fixed point at ĝ = 1/8. It is known

that this fixed point survives, with small corrections, to higher orders[3]. We can now

integrate the RG flow and incorporate the initial data at the high energy cut-off Λc. It will

be convenient to introduce the dimensionless variable x:

x ≡ 1/ĝ (20)

The fixed point occurs at x∗ = 8. Let ĝ0 be the value of the coupling at the scale Λc, and

x0 = 1/ĝ0. Then the solution to the RG flow equation (19) takes the simple linear form in

x:
Λ

Λc
=

x∗ − x

x∗ − x0
, (x∗ = 8) (21)

There are two cases to consider depending on whether the coupling is strong (x0 < x∗) or

weak (x0 > x∗) at short distances. Based on the relation between x and hole doping described

in section VI, we will refer to x0 < x < x∗ as the underdoped region and x∗ < x < x0 as

overdoped; in both cases Λ > 0. Furthermore, in order to clearly distinguish the two cases

we will refer to x0 in the overdoped region as x̃0. (What we refer to as the overdoped region

is close but not identical to the usual terminology; the latter refers to the region beyond the

maximum Tc.)

It is clear that our model is characterized by a single fundamental energy scale set by the

cutoff Λc. Since Λc has units of a wave-vector k, this energy scale is

E0 = !vFΛc ≡ kBT0 (22)

where Λc should be proportional to the inverse lattice spacing.

Before turning to mass renormalization, we now determine the 1-loop corrections to the

anomalous dimension of the order parameters which are composite fields. Consider first the

singlet operator χ−χ+. To first order in perturbation theory,

〈χ−χ+(0) · · ·〉 = 8π2g

[∫
d3$

(2π)3

1

($2 + m2)2

]
〈χ−χ+(0) · · ·〉 (23)

13

Cut-off:  

T0  will turn out to be comparable to AF 
exchange energy,  around 1000K.    

Mass or  “pseudogap:”  

I. INTRODUCTION

p(x) ≈
√

2

π2

(
1− Λ

Λc

)
=

√
2

π2

(
x− x0

x∗ − x0

)

!vF m ≡ kBT ∗

x0 = 1/ĝ0

Tex for talk:

χ−
↑ χ+

↑ + χ−
↓ χ+

↓ = constant

χ±↑,↓

h = hole doping ∝
(

1− Λ

Λc

)

h = 〈χ−χ+〉/Λc ≈
1

π2

(
1− Λ

Λc

)
=

1

π2

(
x− x0

x∗ − x0

)

q± = 〈χ±↑ χ±↓ 〉

q± = −8π2g

∫
dωd2k

(2π)3

q±

(ω2 + k2)2 + q+q−

∆ =
√

q = Λce
1/g

m ∝ Λ

∂µ∂µ = ∂2
t + %∇2

−Λ
dĝ

dΛ
= ĝ − 8ĝ2

2
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order in derivatives. The first order case requires a multi-
component Dirac field, and since here a 4-fermion interac-
tion is an irrelevant dimension 4 operator in 2d, it cannot
lead to a non-Fermi liquid.

kx

ky

p
k

kF

π

FIG. 2: Expansion around a circular Fermi Surface. The
diamond corresponds to a half-filled lattice.

The other possibility is second-order in both space and
time derivatives with action

S =

∫
dt d2x

(
∂tχ

−∂tχ
+ − v2

F
#∇χ− · #∇χ+

)
(2)

The Fermi velocity plays the role of the speed of light
which just serves to convert units of space and time so
it can be set equal to 1. This form for a fermionic field
is very unconventional, and to a particle physicist it ap-
pears to violate the spin-statistics theorem. Since the
above kinetic term is crucial to all that follows, we give
the following compelling arguments in favor of it: (i)
It correctly reproduces the desired effective hamiltonian
(??) for particles and holes near the Fermi surface. Thus
the free theory is perfectly hermitian and unitary in mo-
mentum space. (ii) In the condensed matter context, spin
is a flavor and for spin 1

2
particles we simply double the

number of components χ±
↑ , χ±

↓ . Since there is a total of
4 fields, by Fermi statistics there is a unique 4-fermion
interaction with hamiltonian density

Hint = 8π2g χ−
↑ χ+

↑ χ−
↓ χ+

↓ (3)

Repulsive interactions correspond to positive g. Since the
field has classical scaling dimension 1

2
in 2d, the above

operator has dimension 2 and is therefore relevant. At
low energies the coupling flows to an interacting fixed
point with non-Fermi liquid behavior. (iii) Although our
model was originally motivated by expanding near a cir-
cular Fermi surface, it can also be obtained from inter-
acting itinerant lattice fermion models like the Hubbard
model at half-filling, thus it can interpolate between the
two Fermi surfaces shown in Figure ??. At strong cou-
pling the latter is known to correspond to the Heisen-
berg anti-ferromagnet, with a low energy description in
terms of an O(3) non-linear sigma model[? ? ] for a

field #φ constrained to have fixed length with lagrangian
L = ∂µ

#φ · ∂µ#φ. In our model the #φ order parameter is
#φ = χ−#σχ+ (see below) and the constraint on #φ follows
from the simple constraint χ−χ+ equal to a constant.
Inserting this into the #φ action one obtains the second
order action (??) up to some irrelevant operators.

There is no violation of the spin-statistics connection
since here spin is a flavor and the fields are fermionic.
The issue rather has to do with unitarity. The mode
expansion of the fields is

χ−(x, t) =

∫
(d2p)
√

2ωp

(
a†
p e−ip·x + bp eip·x

)

χ+(x, t) =

∫
(d2p)
√

2ωp

(
−b†p e−ip·x + ap eip·x

)
(4)

where ωp =
√

p2 and p · x ≡ ωpt − p · x. The addi-
tional minus sign in the expansion of χ+ is chosen so that
the canonical quantization relations of the fields leads to
the usual canonical relations in momentum space for the
a and b’s. The canonical hamiltonian of the theory is
precisely (??). Introduce a unitary operator C that dis-
tinguishes particles and holes: CaC = a, CbC = −b
where C2 = 1. Then χ+ = C(χ−)†C and in terms of
fields the hamiltonian is pseudo-hermitian: H† = CHC[?
]. It was understood long ago by Pauli that a pseudo-
hermitian hamiltonian gives a consistent quantum me-
chanics with a unitary time evolution and real eigen-
values. In the present context, pseudo-hermiticity has
additional meaning with regard to the kinematics of the
expansion around the Fermi surface since C distinguishes
particles and holes. Conservation of the physical momen-
tum k is only equivalent to conservation of p for processes
where particles are paired with particles and holes with
holes. For the study of SC, these are of course the pro-
cesses we are primarily concerned with. We are thus only
interested in eigenstates which are also eigenstates of C,
and for these H = H†.

The SO(5) symmetry is easiest to see if one introduces
an N -component version with fields χ±

α , α = 1, .., N ,
which has Sp(2N) symmetry[? ]. For spin 1

2 particles,
N = 2 and Sp(4) = SO(5). The SO(5) has an SU(2)
spin subgroup and a U(1) charge that commutes with
it. The ± indices on the fields χ± correspond to elec-
tric charge. One can construct an SO(5) vector of order

parameters #Φ = (φx, φy, φz , φ+
e , φ−

e ) where #φ is an electri-
cally neutral SU(2) vector and φ±

e are Cooper pair fields
of charge ±2 which are SU(2) spin singlets:

#φ = χ−#σχ+, φ+
e = χ+

↑ χ+
↓ , φ−

e = χ−
↓ χ−

↑ (5)

Low energy fixed point. It is important to carry out the
RG directly in 2d. As usual, the RG prescription in-
volves two energy scales, the cut-off Λc and a lower run-
ning scale Λ. Since the coupling g has units of energy
in 2d, we define g(Λ) = Λĝ(Λ) where ĝ is dimensionless.

2

order in derivatives. The first order case requires a multi-
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holes. For the study of SC, these are of course the pro-
cesses we are primarily concerned with. We are thus only
interested in eigenstates which are also eigenstates of C,
and for these H = H†.

The SO(5) symmetry is easiest to see if one introduces
an N -component version with fields χ±

α , α = 1, .., N ,
which has Sp(2N) symmetry[? ]. For spin 1

2 particles,
N = 2 and Sp(4) = SO(5). The SO(5) has an SU(2)
spin subgroup and a U(1) charge that commutes with
it. The ± indices on the fields χ± correspond to elec-
tric charge. One can construct an SO(5) vector of order

parameters #Φ = (φx, φy, φz , φ+
e , φ−

e ) where #φ is an electri-
cally neutral SU(2) vector and φ±

e are Cooper pair fields
of charge ±2 which are SU(2) spin singlets:

#φ = χ−#σχ+, φ+
e = χ+

↑ χ+
↓ , φ−

e = χ−
↓ χ−

↑ (5)

Low energy fixed point. It is important to carry out the
RG directly in 2d. As usual, the RG prescription in-
volves two energy scales, the cut-off Λc and a lower run-
ning scale Λ. Since the coupling g has units of energy
in 2d, we define g(Λ) = Λĝ(Λ) where ĝ is dimensionless.

3

The 1-loop beta function is − dbg
log Λ

= ĝ − 8ĝ2 which has
a low energy fixed point at ĝ∗ = 1/8. To understand the
phase diagram as a function of doping, it is first conve-
nient to introduce the variable x = 1/ĝ where the fixed
point value is at x∗ = 8. We also introduce a variable x0

that encodes the strength of the coupling at the cut-off:
x0 = 1/ĝ0 where g(Λc) = Λcĝ0. We assume that at short
distances the coupling is strong, i.e. g > g∗. It will also
be useful to define γ = (x∗ − x0)/x∗ which is a small
parameter between 0 and 1. The coupling at short dis-
tances can be arbitrarily strong, where infinite coupling
corresponds to γ = 1. Integrating the beta-function with
this initial short-distance data gives a linear form that is
specific to 2d

Tpg ≡
Λ

Λc
= −

1

γ

(
x

x∗
− 1

)
(6)

and turns out to be important in connection with hole
doping, which we now turn to.
Hole doping. In the non-linear sigma-model description
at half-filling, the order parameter "φ is constrained to
have fixed length. As explained above this constraint
follows from a constraint on the χ fields: χ−

↑ χ+
↑ +χ−

↓ χ+
↓ =

ihΛc. Then one can show "φ · "φ = 3h2Λ2
c/2. Relaxing this

constraint moves away from half-filling. Thus a measure
of hole doping is the 1-point function h = −i〈χ−χ+〉/Λc.
Including the 1-loop order g self-energy correction to the
propagator and expressing everything in terms of the x
variables one obtains

h(x) =
1

π2

(
x − x0

x∗ − x0

) [
1 +

4

x

(
x − x0

x∗ − x0

)]
(7)

Pseudogap. In Figure ?? the dashed line is a plot of
Λ/Λc in eq. (??) as a function of the above h for γ = 1.
(For γ %= 1 it is not exactly a straight line.) It crosses
the h axis at h∗ = 3/2π2, which is the location of the
RG fixed point. The scale Λ is the scale of the coupling
since g = Λĝ, thus along this line the energy scales are
such that corrections in g to the Fermi liquid behavior
become appreciable. The scale Λ can thus be associated
with a pseudogap temperature Tpg, and the region below
is what is normally called the pseudogap. The line Tpg is
observed in many experiments, and our prediction that
it passes through the SC termination point is becoming
the consensus[? ]. Only 〈χ−χ+〉 %= 0 and no symmetries
are broken at this line. A natural candidate for a true
pseudogap is a dynamically generated relativistic mass
∝ Λ.
AF phase. This phase can be analyzed by a standard
mean field analysis. One introduces an auxiliary field "s
for the order parameter "φ and derives the effective poten-
tial for constant "s by performing the functional integral
over the χ fields. Minimizing this effective potential with
respect to "s gives the gap equation

"s = −16π2g

∫ Λc

0

dω d2k

(2π)3
"s

(ω2 + k2)2 − "s2
(8)

For positive g, there are solutions due to the compen-
sating minus signs. Since s has dimension 2, define
s = δ2

sΛ2
c . Then δs is a solution to the equation

Λc

g
=

4

δs

(
1

2
log

(
δs + 1

δs − 1

)
− tan−1 1/δs

)
(9)

When g is small enough, the solution flattens out with
δs ≈ 1+. This behavior is unphysical since the gap
should be zero when g is zero. The resolution of this
puzzle involves regulating the infra-red divergence with
the low energy cut-off Λ and interpreting the result with
the RG. Setting s = 0, the gap equation can be ap-
proximately re-expressed as 1/g(Λ) = 8/Λc. This shows
that at g = Λc/8, a consistent non-trivial solution is
s = 0. We interpret this as a first-order transition where
δs drops discontinuously to zero. In terms of x this oc-
curs at xAF = x∗

1+γ . Since δs is in units of the cut-off
one must perform an RG transformation and rescale it:
δ′s = Λ

Λc
δs, where the scale factor is given in terms of

x in (??). In Figure ?? we show the solutions to the
gap equation as a function of doping h. The Néel tem-
perature TN is proportional to the zero temperature gap
as we will describe below. The AF transition occurs at
hAF = h(xAF ) = 3/4π2 when γ = 1.
d-wave SC gap. There is no s-wave SC in mean field
since the interactions are repulsive. However when one
incorporates momentum dependent scattering of Cooper
pairs near the Fermi surface, an attractive d-wave chan-
nel opens up. We emphasize that this d-wave pairing is
generated dynamically in our model, and not put in by
hand. Introducing non-constant auxiliary pair fields, one
can derive the momentum dependent gap equation

q(k) = −
∫

dω d2k′

(2π)3
G(k,k′)

q(k′)

(ω2 + k′2)2 + q(k′)2
(10)

where q+ = q− are the auxiliary fields for the SC order
parameters φ±

e . The kernel G is related to a particular
4-particle Green function specialized to Cooper pairs of
opposite momenta ±k and ±k′ calculated below. In a
rotationally invariant theory one can expand in circular
harmonics:

G(k,k′) =
∞∑

"=0

G"(k, k′) cos ((θ − θ′)

q(k) =
∞∑

"=0

q"(k) cos (θ (11)

where k is the magnitude of k and θ − θ′ is the angle
between k and k′. Performing a low energy momentum
expansion at 1-loop one finds an attractive ( = 2 channel:
G2(k, k′) = −8π2g2k2k′2 where g2 = 4ĝ2/25Λ3. The
solution to the above gap equation has the characteristic
d-wave form

q(k) = δ2
qk2 cos 2θ = δ2

q (k2
x − k2

y) (12)
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and turns out to be important in connection with hole
doping, which we now turn to.
Hole doping. In the non-linear sigma-model description
at half-filling, the order parameter "φ is constrained to
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For positive g, there are solutions due to the compen-
sating minus signs. Since s has dimension 2, define
s = δ2

sΛ2
c . Then δs is a solution to the equation

Λc

g
=

4

δs

(
1

2
log

(
δs + 1

δs − 1

)
− tan−1 1/δs

)
(9)

When g is small enough, the solution flattens out with
δs ≈ 1+. This behavior is unphysical since the gap
should be zero when g is zero. The resolution of this
puzzle involves regulating the infra-red divergence with
the low energy cut-off Λ and interpreting the result with
the RG. Setting s = 0, the gap equation can be ap-
proximately re-expressed as 1/g(Λ) = 8/Λc. This shows
that at g = Λc/8, a consistent non-trivial solution is
s = 0. We interpret this as a first-order transition where
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and turns out to be important in connection with hole
doping, which we now turn to.
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↓ =
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constraint moves away from half-filling. Thus a measure
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When g is small enough, the solution flattens out with
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proximately re-expressed as 1/g(Λ) = 8/Λc. This shows
that at g = Λc/8, a consistent non-trivial solution is
s = 0. We interpret this as a first-order transition where
δs drops discontinuously to zero. In terms of x this oc-
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d-wave SC gap. There is no s-wave SC in mean field
since the interactions are repulsive. However when one
incorporates momentum dependent scattering of Cooper
pairs near the Fermi surface, an attractive d-wave chan-
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generated dynamically in our model, and not put in by
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where q+ = q− are the auxiliary fields for the SC order
parameters φ±
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I. INTRODUCTION

Tex for talk:

h = hole doping ∝
(

1− Λ

Λc

)

h = 〈χ−χ+〉/Λc ≈
1

π2

(
1− Λ

Λc

)
=

1

π2

(
x− x0

x∗ − x0

)

q± = 〈χ±↑ χ±↓ 〉

q± = −8π2g

∫
dωd2k

(2π)3

q±

(ω2 + k2)2 + q+q−

∆ =
√

q = Λce
1/g

m ∝ Λ

−Λ
dĝ

dΛ
= ĝ − 8ĝ2

II. THE MODEL, IT’S SYMMETRIES AND ORDER PARAMETERS

The fundamental fields of the model are charged fermionic fields χ±α , where the flavor

index α =↑, ↓ corresponds to spin. The euclidean action in 2 spatial dimensions is the

following

S =

∫
d2xdt

(
∑

α=↑,↓

(
∂µχ

−
α∂µχ

+
α + m2χ−

αχ+
α

)
− 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)
(1)

where ∂µ∂µ = ∂2
t + &∇2.

The quartic interaction is unique up to the sign of the coupling by fermionic statistics.

Another consequence of the fermionic statistics is that the model has an SO(5) symmetry.

This symmetry is manifest if one considers an N -component version, α = 1, .., N , which has

Sp(2N) symmetry, and one notes Sp(4) = SO(5). The SO(5) contains a spin SO(3) and

2

Let us define

g = Λĝ (18)

Then the beta function for the dimensionless coupling ĝ is

Λ∂Λĝ = −ĝ + 8ĝ2 (19)

The above beta-function eq. (19) has a low energy fixed point at ĝ = 1/8. It is known

that this fixed point survives, with small corrections, to higher orders[3]. We can now

integrate the RG flow and incorporate the initial data at the high energy cut-off Λc. It will

be convenient to introduce the dimensionless variable x:

x ≡ 1/ĝ (20)

The fixed point occurs at x∗ = 8. Let ĝ0 be the value of the coupling at the scale Λc, and

x0 = 1/ĝ0. Then the solution to the RG flow equation (19) takes the simple linear form in

x:
Λ

Λc
=

x∗ − x

x∗ − x0
, (x∗ = 8) (21)

There are two cases to consider depending on whether the coupling is strong (x0 < x∗) or

weak (x0 > x∗) at short distances. Based on the relation between x and hole doping described

in section VI, we will refer to x0 < x < x∗ as the underdoped region and x∗ < x < x0 as

overdoped; in both cases Λ > 0. Furthermore, in order to clearly distinguish the two cases

we will refer to x0 in the overdoped region as x̃0. (What we refer to as the overdoped region

is close but not identical to the usual terminology; the latter refers to the region beyond the

maximum Tc.)

It is clear that our model is characterized by a single fundamental energy scale set by the

cutoff Λc. Since Λc has units of a wave-vector k, this energy scale is

E0 = !vFΛc ≡ kBT0 (22)

where Λc should be proportional to the inverse lattice spacing.

Before turning to mass renormalization, we now determine the 1-loop corrections to the

anomalous dimension of the order parameters which are composite fields. Consider first the

singlet operator χ−χ+. To first order in perturbation theory,

〈χ−χ+(0) · · ·〉 = 8π2g

[∫
d3$

(2π)3

1

($2 + m2)2

]
〈χ−χ+(0) · · ·〉 (23)
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RG flow:

I. INTRODUCTION
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2

linear!

The interaction is relevant,  in constrast to Dirac fermions.

fermionic quantum 
critical point.   



Hole doping
We vary the doping p by varying the cut-off.  One 
can argue that it is related to a 1-point function:

I. INTRODUCTION
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the dimensionless quantity

p =
c

Λc

(
〈χ−χ+〉Λc

− 〈χ−χ+〉Λ
)

(43)

for some constant c. In the underdoped regime, the 1-point function is approximately given

by eq. (37):

p(x) ≈
c

π2

(
1 −

Λ

Λc

)
=

c

π2

(
x − x0

x∗ − x0

)
(44)

where we have used eq. (21). Half-filling then corresponds to Λ = Λc, i.e. x = x0. Thus, in

the approximation we have made, plots of various physical properties as a function of doping

p is simply related to plots as a function of the inverse coupling x by rescaling and shift of

the x-axis. We choose to plot against x since this more clearly reveals the RG properties.

We can give a rough estimate of the constant c following an argument made in [4].

Consider a lattice fermion model where #Sx is the local spin variable at lattice site x, which

is bilinear in the fermion operators. One has

#S · #S = −
3

2
n↑n↓ +

3

4
(n↑ + n↓) (45)

where n↑,↓ is the number of fermions of spin up or down at each site. From this relation

one sees that at half-filling n↑n↓ = 0, n↑ + n↓ = 1 and #S2 = 3/4, i.e. #S is constrained to

be a spin 1
2 vector and the model can be mapped onto the Heisenberg model. Dividing the

above equation by the volume squared and taking the infinite volume limit, one finds that

the right hand side is −3
2ρ↑ρ↓ where ρ↑,↓ are number densities.

In our continuum model, #S is represented by the bilinear #φ and one has the identity:

#φ · #φ = −
3

2
(χ−χ+)2 (46)

Comparing with the continuum limit of eq. (45), one identifies χ−χ+ = (ρ↑ +ρ↓)/
√

2, which

corresponds to c =
√

2. At the critical point this gives pcrit ≈ .14. Since this is only a rough

estimate, one can alternatively fix c in principle by fitting to experimental data.

VII. SPECIFIC HEAT

An approximation to the specific heat can be made based on including just the effects of

the dynamically generated mass. A gas of 4 types of fermionic particles with single particle
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The constant c can be estimated by comparing to 
Heisenberg model:

Main point:   plots as a function of p or x simply 
related by a shift of the origin and overall scale.   
Near the critical point,  p = 0.14

linear!



Dynamical pseudogap generation

If the mass were classically zero,  a non-zero mass is 
generated by quantum fluctuations.   

Defining

m = Λm̂ (31)

one finds

Λ∂Λm̂2 = (−2 − 4ĝ)m̂2 (32)

The −2m̂2 term simply corresponds to classical dimension 2 of m2 and 4ĝ the quantum

correction. Since m2 is the coupling for χ−χ+ this implies that the anomalous dimension of

χ−χ+ is −4ĝ, in agreement with eq. (26).

FIG. 2: One-loop correction to the self-energy.

V. DYNAMICAL MASS GENERATION AND ITS IDENTIFICATION WITH

THE PSEUDOGAP

Although the mass m is classically zero in the connection to the O(3) sigma model

description of the Heisenberg AF described in section II, the operator χ−χ+ is relevant and

not forbidden by any symmetries so that in general it will be generated when one includes

interactions. In this section we determine this dynamically generated mass to lowest order

and propose that it be identified with the HTSC pseudogap.

If the original theory is massless, at 1-loop the correction to m2 coming from the diagram

in Figure 2 is negative and equal to −8π2g
∫

d3!
(2π)2

1
!2 . Since the propagator 1/$2 becomes

1/($2 + m2) when m "= 0, a self-consistent equation for m is the following

m2 = −8π2g

∫
d3$

(2π)3

1

$2 + m2
(33)

The one point function for the singlet is then

〈χ−χ+〉 = −2

∫
d3$

(2π)3

1

$2 + m2
=

m2

4π2g
(34)

where we have used the equation (33). The two above equations can also be derived from a

Hubbard-Stratanovich transformation based on the fact that the interaction is proportional

to (χ−χ+)2, as was done in [12].
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Gap equation for the mass m:

In order to make sense of eq. (33) and obtain solutions, the mass renormalization dis-

cussed in section IV needs to be taken into account. Taking the limits of integration to be

from zero to Λ, eq. (33) becomes

m2 = −4gΛ + 4gm tan−1 Λ/m (35)

From eq. (29) with m = 0 on the right hand side, one obtains δm2 = 4gΛ, therefore the first

term on the RHS above can be absorbed into m2, and this is consistent with renormalization.

The equation for m now becomes

m̂ = 4ĝ tan−1 1/m̂ (36)

and has real solutions which are easily found numerically.

There are two useful analytic limits to the solution of eq. (36). When ĝ is large, m̂ is

also large and the solution is approximately:

m̂ ≈ 2
√

ĝ, 〈χ−χ+〉 ≈
Λ

π2
(ĝ large) (37)

When ĝ is small, m̂ is also small and tan−1 1/m̂ ≈ π/2. Thus in this limit one has

m̂ ≈ 2πĝ, 〈χ−χ+〉 ≈ g (ĝ small) (38)

It is interesting to note that if one sends the cut-off to infinity in eq. (33) and performs the

integral by analytic continuation in the spacetime dimension, then one obtains the solution

(38). This means that the analog of dimensional regularization here overestimates m̂, since

by eq. (36), m̂ < 2πĝ. In the underdoped region the approximation (37) is considerably

better than (38) and we will use it in places below.

The mass m corresponds to an x-dependent energy scale

Epg(x) = !vF m(x) ≡ kBT ∗(x) (39)

where as before x = 1/ĝ and m̂(x) is the solution to eq. (36). In units of the fundamental

scale E0:
Epg

E0
=

T ∗

T0
= m̂(x)

Λ

Λc
= m̂(x)

x∗ − x

x∗ − x0
(40)

In the next section we will relate x to doping, thus the energy scale T ∗ is doping dependent.

It should be emphasized that T ∗ simply corresponds to the temperature independent energy
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Result:

where m^ satisfies the transcendental equation:



scale Epg and is thus not a real temperature; however as we will show in the sequel it can

correspond to a cross-over scale in the real temperature.

A non-zero mass m clearly corresponds to a gap in the density of states since the 1-

particle energies are Ek =
√

k2 + m2. We discuss this further at the end of this section.

As a model of HTSC we thus identify the mass m with the pseudogap energy scale, i.e.

m = Epg = T ∗. As we will show below, the thermodynamic properties of our model also

support the identification of T ∗ with the HTSC pseudogap.

A plot of T ∗ verses x is shown in Figure 3. Note that T ∗ is close to linear near the critical

point at x∗ = 8. Furthermore, the pseudogap is smaller on the overdoped side. We point

out that the re-appearance of the pseudogap on the overly doped side is contrary to what is

normally observed.

4 6 8 10 12

x

0.2

0.4

0.6

0.8

1.0

T ∗/T0

FIG. 3: The pseudogap T ∗ as a function of x for x0 = 4 and x̃0 = 16.

Since the overall energy scale E0 depends both on vF and Λc, in attempting to compare

with the HTSC data it is more useful to fix E0 by using the pseudogap. It is known

experimentally that at zero doping in the region of the AF phase Epg is approximately the

AF exchange energy J . Since zero doping occurs at x0 = 0 (see the next section), we can

identify Epg(x0) = m̂(x0)E0 ≈ J . Since m̂(x0) is of order 1, E0 ∼ J . For the cuprates

J/kB ∼ 1300 − 1400K.

An estimate of the density of states ρ(E) as a function of energy E can be obtained as

follows. One has

ρ(k)dk =
d2k

(2π)2
=

kdk

2π
= ρ(E)dE (41)
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Plot of pseudogap as function of “doping” x:

Quantum critical point

Pseudogap has entirely different origin than SC.



Resistivity
As an approximation:    compute resistivity in the free
theory,   a reasonable approximation near the critical point
where T* is small.   B. dc conductivity

The above σ(ω) has a well defined zero frequency limit:

σ(ω = 0) =
e2π

Td

∫ Λc ddk

(2π)d

k2

ω3
k

[
2 tanh(ωk/2T ) −

ωk

T
sech2(ωk/2T )

]
(14)

The integral is divergent in the ultra-violet, which necessitates the introduction of a cut-off

|k| < Λc. This cut-off will turn out to be important in comparing with the data. It is

convenient to express the two temperature independent energy scales m and Λc in terms of

equivalent temperatures:

kBT0 ≡ !vF Λc, kBT ∗ ≡ !vF m (15)

In d dimensions, the conductivity equals T d−1
0 /T times a scaling function of the variables

T ∗/T0 and T/T0. In Figure 1 we display ρ = 1/σ for d = 2 in units of h/e2 for T0 =

1000K and various T ∗. The important feature is that there is a nearly linear regime at low

temperatures compared to T0, and this linearity extrapolates out further for larger T ∗.

T!"1400K

T!"200K

50 100 150 200 250 300
T

0.5

1.0

1.5

ρ · e2/h

FIG. 1: 2d resistivity ρ = 1/σ as a function of temperature T (K) based on eq. (14) for T0 = 1000K

and T ∗ = 200, 400, 600, ...1400K.

In any dimension, the slope of the linear in T regime of the resistivity is easily computed,

since as T → 0 the tanh ≈ 1 and sech ≈ 0 in the above expression (14):

σ(T → 0) =
2πe2

Td

∫ Λc ddk

(2π)d

k2

(k2 + m2)3/2
(16)
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Kubo formula gives the following dc conductivity: 
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(T0   =1000K)



of each plane. The 3-dimensional resistivity ρ for currents parallel to the planes is defined

as R = ρL/A where L is the length in the planar direction and A the cross-sectional area

perpendicular to the planes. Since the direction perpendicular to the planes has length Nb,

where b is the inter-layer spacing, one has ρ = b/σ.

Using the formula for the 2d conductivity σ obtained in the last section, one finds

ρ =
2!b

e2

(
T

T0

)(
1 + 2t2∗√

1 + t2∗
− 2t∗

)−1

(18)

in units of seconds, where as before t∗ = T ∗/T0. Since ρ is commonly expressed in units of

Ωcm = 1.139 × 10−12sec, a useful form of the above expression is

ρ = .08b

(
T

T0

) (
1 + 2t2∗√

1 + t2∗
− 2t∗

)−1

[mΩcm] (19)

where b is in angstroms.

To compare with the data one needs the doping dependence of the pseudogap T ∗ which

is known[13] and reproduced in Figure 3. For simplicity we fit the data in [13] to a straight

line, which works well where the pseudogap is small:

T ∗(x) = 1040(1 − x/.24)K (20)

(The doping variable x used here should not be confused with the inverse coupling variable

in [6, 8].) We also need the cut-off energy scale T0. In our model this was approximately

identified with T ∗ at zero doping, which gives T0 = 1040K. This is a reasonable value since

T0 should be comparable to the anti-ferromagnetic exchange coupling near zero doping.

For LSCO, the interlayer spacing b = 6.4Å. A plot of the resistivity eq. (19) is shown in

Figure 4 based on the pseudogap data in eq. (20). Since the data is approximately linear in

T also, it is sufficient to compare with our results at a single temperature in the intermediate

range. This comparison at T = 300K is summarized in the table below:

doping x T ∗ ρexp(300K)[mΩcm] ρtheory(300K)[mΩcm]

0.24 0.0K 0.15 0.15

0.20 173K 0.18 0.21

0.15 390K 0.28 0.33

0.10 606K 0.68 0.52

0.075 715K 1.4 0.65
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This formula works surprisingly well,  a zero parameter fit!   

resistivity:



In 2 dimensions this regime of linear in T resistivity has the following explicit form:

σ(T → 0) =
e2

2

(
T0

T

)(
1 + 2t2∗√

1 + t2∗
− 2t∗

)

, t∗ ≡ T ∗/T0 (17)

The main feature of the above result is that the slope of resistivity verses T depends strongly

on the energy scale of the mass T ∗ relative to the cut-off scale T0 and can be quite large if

t∗ is large.

IV. APPLICATION TO HTSC CUPRATES.

Experimental data [12] for the in-plane resistivity in the normal state at temperatures

well-above superconducting Tc for La2−xSrxCuO4 is shown in Figure 2. The main features,

believed to be due to distinct phenomena, are the following. At the very lowest temperatures,

∆σ ∼ log T suggesting weak localization[12]. At intermediate temperatures 50K < T <

400K, the resistivity is approximately linear in T with a slope that depends strongly on

doping x in the underdoped region. Finally at higher temperatures T > 400K the resistivity

is also linear in T but at a different slope. It important to note that in the high temperature

linear regime, the slope is nearly independent of doping, and the linear part of the curves do

not extrapolate back to zero at T = 0. It was suggested that this decrease in slope at high

temperatures is due to resistivity saturation[12]. The most interesting regime is therefore at

intermediate temperatures.

We now propose that our model describes this linear regime at intermediate temperatures.

First, one should note that, unlike at high temperatures, here the linear part of the resistivity

curves extrapolate to ρ = 0 at T = 0. Our model of course has no disorder and cannot

describe the possible localization effects right near T = 0. Furthermore, since it was proposed

that the pseudogap energy scale Epg = kBT ∗ be associated with the mass m in our model[7,

8], and the pseudogap depends strongly on doping, the slope of the resistivity verses T as

calculated in the last section will indeed depend on doping.

In order to apply the results of the last section, we need to make two assumptions.

First, our model is viewed as an effective low-energy theory and should break down at high

enough temperatures. Therefore, we base our analysis on the low temperature behavior

eq. (17) extrapolated throughout the intermediate temperature regime. Our model by

itself does explain the cross-over to the high temperature linear regime. Secondly, since the

7

of each plane. The 3-dimensional resistivity ρ for currents parallel to the planes is defined
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where b is in angstroms.

To compare with the data one needs the doping dependence of the pseudogap T ∗ which

is known[13] and reproduced in Figure 3. For simplicity we fit the data in [13] to a straight

line, which works well where the pseudogap is small:
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(The doping variable x used here should not be confused with the inverse coupling variable
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T0 should be comparable to the anti-ferromagnetic exchange coupling near zero doping.
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Figure 4 based on the pseudogap data in eq. (20). Since the data is approximately linear in

T also, it is sufficient to compare with our results at a single temperature in the intermediate
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FIG. 2: Experimental data on the in-plane resistivity of La2−xSrxCuO4 at various doping x. (From

[12].)

computation of the last section is in the free theory, it is only expected to be a reasonably

good approximation when the coupling g is small. As explained in [6], the coupling is small

(g ≈ 1/8) near the low-energy quantum critical point (renormalization group fixed point).

In the interpretation of this critical point put forward in [6], the pseudogap vanishes there.

Thus, if our model indeed correctly describes the physics, the non-interacting approximation

of the last section is only expected to be accurate at small T ∗.

We first need to relate the 2-dimensional conductivity computed in the last section to

the measured resistivity of a 3-dimensional sample. Consider a single crystal consisting of a

stack of N planar layers of material each with 2-dimensional conductivity σ. Since the layers

are in parallel, the resistance in the planar direction is R = r/N where r is the resistance
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FIG. 3: Experimental data on the doping dependence of the pseudogap for La2−xSrxCuO4. (From

[13].)

The agreement between our theory and experiment is striking at dopings where the

pseudogap is small T ∗ < 400K, especially considering this is essentially a zero-parameter

fit since the inputs T0 and T ∗ were taken from independent data on the pseudogap. The

value of ρ at the critical point T ∗ = 0 is nearly exact (the calculation gives .148mΩ cm).

Our model also explains why the resistivity curves approximately approach a single curve

at doping x > .24 since T ∗ is believed to be zero beyond this point. The upturn in the

data when T ∗ is small may be an indication of the computed behavior shown in Figure

1. At low doping, T ∗ is large and the agreement is poor. As explained above, this could

be due to neglecting the interactions since the coupling g is only small near T ∗ ≈ 0. The

large values of ρ at very low doping could be accounted for by an effective mass m that is

10
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V. CONCLUSIONS

In summary, we have shown that our model of scalar fermions can account for both

qualitative and quantitative features of the resistivity data as a function of temperature and

frequency in the normal state of cuprate based high-temperature superconductors. This

required the identification of the pseudogap energy scale with the relativistic mass in our

model, and this leads to the doping-dependent slope of the resistivity as a function of

temperature.

The identification of the pseudogap in our model has already been shown to qualitatively

explain some features of the electronic specific heat and spin response[8]. The results pre-

sented in this paper thus provide further evidence that the model proposed in [6] captures

many of the essential properties of HTSC through some well-elucidated mechanisms, many

of which can be analyzed in perturbative quantum field theory.
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FIG. 6: Experimental data on the frequency dependent conductivity for LSCO. (From [14].)
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Electronic specific heat

energies ωk =
√

k2 + m2 has the free energy per volume at temperature T :

F = −4T

∫ Λc

0

d2k

(2π)2
log

(
1 + e−ωk/T

)
(47)

One easily sees that F/Λ3
c is a function of the two dimensionless variables T/T0 and T/T ∗

where as in section V we have identified T ∗ = m.

At very low temperatures T # T0 we can approximate the log as e−ωk/T and effectively

send the cut-off Λc to infinity, and F/T 3 becomes a scaling function of T ∗/T . The result is

F ≈ −
2T 3

π
e−T ∗/T

(
1 +

T ∗

T

)
(48)

The entropy density is then:
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3T 2

π
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T ∗
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(
T ∗
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)3
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and the specific heat:

C = −T
∂2F
∂T 2

≈
12T 2

π
e−T ∗/T

(

1 +
T ∗
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1

2

(
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2

(
T ∗

T

)3
)

(50)

It is convenient to define the quantity γ = C/T since for a Fermi liquid γ is a constant. The

primary feature of our model is that γ ∝ T at very low temperatures compared to T ∗ and

T0, which is ultimately attributed to the relativistic nature of the model.

At higher temperatures there is a crossover to a different behavior. Since Λc can be scaled

out of the eq. (47), the cross-over temperature is the pseudogap temperature T ∗. Below we

plot the entropy and γ as a function T for various “doping” x. The plots are in terms of the

dimensionless quantities T/T0, S/Λ2
c and γ/Λc. One clearly sees the crossover at T = T ∗.

Experimental data for γ is shown in Figure 7. In comparing with our results, it is

important to bear in mind that the data contains contributions from the quasi-particle

excitations in the SC phase, which explains the peaks to the left, and such effects are not

included in our calculation. Thus, our curves should be compared with the data to the

right of the SC peaks. At temperatures below T0 one sees a reasonably good qualitative

agreement with the behavior computed above: for T # T ∗, γ ∝ T , with a crossover to a

different behavior at T ∗. The dependence on doping is also qualitatively correct, i.e. the

peaks of the curves move toward the left with increased doping. One difference is that

whereas our computed γ goes to zero at high temperature, the experiments indicate that
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T0, which is ultimately attributed to the relativistic nature of the model.

At higher temperatures there is a crossover to a different behavior. Since Λc can be scaled

out of the eq. (47), the cross-over temperature is the pseudogap temperature T ∗. Below we

plot the entropy and γ as a function T for various “doping” x. The plots are in terms of the

dimensionless quantities T/T0, S/Λ2
c and γ/Λc. One clearly sees the crossover at T = T ∗.

Experimental data for γ is shown in Figure 7. In comparing with our results, it is

important to bear in mind that the data contains contributions from the quasi-particle

excitations in the SC phase, which explains the peaks to the left, and such effects are not

included in our calculation. Thus, our curves should be compared with the data to the

right of the SC peaks. At temperatures below T0 one sees a reasonably good qualitative

agreement with the behavior computed above: for T # T ∗, γ ∝ T , with a crossover to a

different behavior at T ∗. The dependence on doping is also qualitatively correct, i.e. the

peaks of the curves move toward the left with increased doping. One difference is that

whereas our computed γ goes to zero at high temperature, the experiments indicate that
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at high temperatures γ approaches the Fermi-liquid result, i.e. γ approaches a constant.

Our model of course does not crossover to a Fermi liquid at high temperatures, because as

explained in section III it is expected to break down at high enough temperatures, so at

best it may describe temperatures up to and above T ∗.
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Calculation:

FIG. 7: Experimental data for γ(T ) for Y0.8Ca0.2Ba2Cu3O6+x (from [9]).

VIII. NON-ZERO MAGNETIC FIELD

In this section we compute the spin response to a magnetic field and also the magnetic

field dependence of the specific heat in the same approximation we made in the last section,

i.e. we only consider the effects of the dynamically generated mass. Both these quantities can

be studied by adding a term to the action
∫

d2xdt
√

2!h · !φ. Comparing with the calculation

of the effective potential Veff = F in [4], one sees that the free energy at zero temperature is

F = −
∫

dωd2k

(2π)3
log

(
(ω2 + ω2

k)
2 − h2

)
(51)

where as before, ω2
k

= k2 + m2.
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d-wave Superconductivity

I. INTRODUCTION

Tex for talk:

h = hole doping ∝
(

1− Λ

Λc

)

h = 〈χ−χ+〉/Λc ≈
1

π2

(
1− Λ

Λc

)
=

1

π2

(
x− x0

x∗ − x0

)

q± = 〈χ±↑ χ±↓ 〉

q± = −8π2g

∫
dωd2k

(2π)3

q±

(ω2 + k2)2 + q+q−

II. THE MODEL, IT’S SYMMETRIES AND ORDER PARAMETERS

The fundamental fields of the model are charged fermionic fields χ±α , where the flavor

index α =↑, ↓ corresponds to spin. The euclidean action in 2 spatial dimensions is the

following

S =

∫
d2xdt

(
∑

α=↑,↓

(
∂µχ

−
α∂µχ

+
α + m2χ−

αχ+
α

)
− 8π2g χ−

↑ χ+
↑ χ−

↓ χ+
↓

)
(1)

where ∂µ∂µ = ∂2
t + &∇2.

The quartic interaction is unique up to the sign of the coupling by fermionic statistics.

Another consequence of the fermionic statistics is that the model has an SO(5) symmetry.

This symmetry is manifest if one considers an N -component version, α = 1, .., N , which has

Sp(2N) symmetry, and one notes Sp(4) = SO(5). The SO(5) contains a spin SO(3) and

a U(1) which can be identified with electric charge. The conserved electric current then

corresponds to

Je
µ = −i

∑

α

(
χ−

α∂µχ
+
α + χ+

α∂µχ
−
α

)
(2)

and the fields χ± have electric charge ±1.

The important order parameters for the study of spontaneous symmetry breaking are

composite bilinears in the fermions. The 4 fields χ±α transform under the spinor representa-

tion of SO(5). The bilinears can be decomposed as 4⊗4 = 1⊕5⊕10 where 1 is the singlet,

2

superconductivity implies spontaneous symmetry breaking
of the electro-magnetic U(1).  We thus consider the  charge
2  Cooper pair order parameters:

q(k) = Fourier transform

One can derive the gap equation:

The kernel G(k,k’)  represents the scattering of Cooper 
pairs.  
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FIG. 11: Plot of δ′q (x) vs x for x0 = 4 and x̃0 = 12.

One can easily verify numerically that the pseudogap competes with SC in the following

sense: if one artificially increases the mass m, then the value of the gap δ decreases, and

eventually vanishes for m too large. (This was shown already in [4].)

B. Finite temperature

In order to derive the finite temperature version of the above d-wave gap equation, we

start with the un-integrated form derived in [4]:

q(k) = −
∫

dωd2k′

(2π3)
G(k,k′)

q(k′)

(ω2 + ω2
k′)2 + q(k′)2

(67)

where the kernel is

G(k,k′) = −8π2g2k
2k′2 cos 2(θ − θ′) (68)

The equation (63) is obtained upon performing the angular integral.

At finite temperature, ω becomes a quantized Matsubara frequency ων = 2πTν, where T

is the temperature and ν is a half-integer, i.e. ν ∈ Z + 1/2. As before, the integral
∫

dω/2π

is replaced with T
∑

ν . One needs the identity:

T
∑

ν

1

(ω2
ν + ω2

k
)2 + q2

=
T

q
Im

∑

ν

1

ω2
ν + ω2

k
− iq

=
1

q
Im

(
1

2ωk,q
tanh

(ωk,q

2T

))
(69)

where ωk,q =
√

ω2
k
− iq.
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Expand in circular harmonics: 

equation:

q(k) = −
∫

dω ddk′

(2π)d+1
G(k,k′)

q(k′)

(ω2 + k′2)2 + q(k′)2
(116)

where the kernel G is given by a Green function related to the scattering of pairs

with momenta ±k and ±k′. We have set the mass m = 0; it can be restored by

ω2 → ω2+m2. (As explained in Appendix A, q(k) is not simply the Fourier transform

of q(x).)

For our model the kernel will be computed to 1-loop in the next section. In this

section we analyze the orbital properties of the gap in 2d in a model independent

way based only on the structure of the gap equation and its symmetries. Similar

arguments apply to a BCS type of gap equation.

Let us assume that G is symmetric, G(k,k′) = G(k′,k). If G is also rotationally

invariant, then its angular dependence arises only through the dependence on k ·k′ =

kk′ cos(θ − θ′). The kernel and gap can thus be expanded as follows:

G(k,k′) =
∞∑

!=0

G!(k, k′) cos $(θ − θ′)

q(k) =
∞∑

!=0

q!(k) cos $θ (117)

Substituting the above expansions into the gap equation one sees that due to the

non-linearity different $ can mix. For simplicity consider a single channel, i.e. assume

G has only one term in its expansion at fixed $. The angular integral
∫

dθ′ can be

performed and turns out to be independent of $:
∫ 2π

0

dθ
cos2 $θ

1 + a cos2 $θ
=

2π

a

(
1 − (1 + a)−1/2

)
(118)

The result is

q!(k) = −
1

(2π)2

∫ ∞

−∞
dω

∫ ∞

0

dk′ k′ G!(k, k′)
1

q!(k′)

(

1 −
ω2 + k′2

√
(ω2 + k′2)2 + q2

! (k
′)

)

(119)
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s-wave SC (l=0)  doesn’t occur because the coupling is 
repulsive.  

d-wave SC (l=2) is the first attractive channel in our model,
based on momentum dependence of 1-loop scattering.
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p3,α

= −4π2g

FIG. 9: Interaction vertex

their momentum dependence. It is interesting to carry out this part of the calcula-

tion for arbitrary N . The Sp(2N) group theory factors are 2 − N, 1, 1 respectively

for the three diagrams, where the −N dependence comes about from the closed loop

and a fermionic minus sign.

+ +

2 − N 1 1

FIG. 10: 1-loop Feynman diagrams with group theory factors

To this order one thus has

G(4)(p1, p2, p3, p4) = 4π2g − 2(4π2g)2
[
(2 − N)f(p2

13) + f(p2
12) + f(p2

14)
]

(128)

where pij = pi + pj and f is the function:

f(p2) =

∫
dD"

(2π)D

1

["2 + m2][(" + p)2 + m2]
(129)

=

∫
dD"

(2π)D

∫ 1

0

dx
1

["2 + x(1 − x)p2 + m2]2
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1- loop scattering

It’s important to note that although G(k,k′) varies in sign due to the oscillating

cosine, the sign of G!(k, k′) is meaningful and determines whether the ! channel is

attractive or repulsive. Negative G! corresponds to an attractive channel. Further-

more, any ! = 0, 1, 2, .. is in principle allowed.

The channel ! = 2 can arise rather naturally from a term in the kernel of the

form −2g2(k · k′)2 = −g2k2k′2(1 + cos 2θ) for g2 a constant, which gives rise to both

! = 0, 2 with the same sign. As we will show in the next section, for our model ! = 2

is the first attractive channel. In particular G2 has the form

G2(k, k′) = −8π2g2k
2k′2 (120)

with g2 a positive constant which we will calculate in the next section. This leads to

a solution of the pure d-wave gap equation of the form

q(k) = δ2
q k2 cos 2θ = δ2

q (k2
x − k2

y) (121)

where δq is a constant satisfying the integral equation:

δ4
q = 2g2

∫ Λc

0

dω dk2



1 −
ω2 + k2

√
(ω2 + k2)2 + δ4

qk
4



 (122)

The dependence on k for ! = 2 is of the same form as a particular linear combination

of ! = 2 spherical harmonics in 3d, thus we refer to it as dx2−y2 , or simply d-wave,

as in the literature; ! = 0, 1 can be referred to as s and p wave.

The above gap equation has some interesting properties, in particular, δq = 0

when g2 is too small. Since this kind of gap equation must be regularized in the UV,

we are led to define

g2 =
ĝ2

Λ3
c

(123)

where ĝ2 is dimensionless. To estimate the lowest value of ĝ2 with non-zero gap, the

integrand in the above equation can be expanded in powers of δq. Keeping terms of
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FIG. 8: The spin response as a function of temperature at various doping variable x for x0 = 4.

The vertical axis corresponds to the dimensionless quantity χs · E0.

Therefore up to a constant that is independent of T and does not affect the specific heat:

∆F = −2T

∫
d2k

(2π)2
log

(
(1 + e−

√
ω2
k
−h/T )(1 + e−

√
ω2
k
+h/T )

(1 + e−ωk/T )2

)

(60)

One can then define

∆γ = −
∂2∆F
∂T 2

(61)

Plots of ∆γ as a function of T for different x, h are shown in Figures 9, 10. (These plots

are in arbitrary units since we have not specified the strength of the magnetic field.) At

very small h, ∆γ ∝ h2.

IX. FINITE TEMPERATURE D-WAVE GAP EQUATION AND THE EFFECT

OF THE PSEUDOGAP.

A. Zero temperature

It was shown in [4] that the 1-loop corrections to scattering of Cooper pairs leads to a

d-wave superconducting gap of the form

q(k) = δ2(k2
x − k2

y) = δ2k2 cos(2θ) (62)

where q(k) is a Fourier transform of Cooper pairing order parameters 〈χ±
↑ (x1)χ

±
↓ (x2)〉. Be-

fore turning to the main topic, some remarks on the d-wave property of the gap are called

24

This gives a solution precisely of the d-wave form:

In this sub-section we study the effect of the non-zero mass m on the zero temperature

d-wave superconducting gap equation. The effect of the mass term is simply the shift

ω2 → ω2 + m2 and the d-wave gap equation derived in [4] becomes:

δ4 = 2g2

∫
dωdk2

(

1 −
ω2 + k2 + m2

√
(ω2 + k2 + m2)2 + δ4k4

)

(63)

where k2 = k2. The coupling g2 comes from the 1-loop scattering of Cooper pairs and is

given by

g2 =
8π2g2

5

∫
d3$

(2π)3

1

($2 + m2)4
(64)

For simplicity we incorporate the cut-off as follows: |ω| < ∞ and k2 < Λ2
c which is more

appropriate for comparison with the finite temperature version we consider below.

Re-expressing the gap equation in terms of dimensionless quantities by rescaling k → Λck

and ω → Λcω, one obtains

δ4 = 2ĝ2

∫ ∞

0

dω

∫ 1

0

dk2

(

1 −
ω2 + k2 + m′2

√
(ω2 + k2 + m′2)2 + δ4k4

)

(65)

where m′ = m/Λc and ĝ2 = g2Λ3
c .

Since eq. (64) is ultra-violet convergent, it can be approximated by letting the upper

cut-off go to infinity, giving g2 = πg2/40m5. Incorporating the RG prescriptions of section

IV, g = Λĝ and m = Λm̂, one finds that the parameters in the gap equation (65) are the

following:

ĝ2 =
π

40

ĝ2

m̂5

(
Λc

Λ

)3

, m′ =
Λ

Λc
m̂ (66)

where the ratio Λ/Λc is given in eq. (21). Finally, since under a RG transformation δk →

δΛk/Λc ≡ δ′k, the physical gap in the theory at RG scale Λ is δ′ = Λδ/Λc. The x-dependence

of the solutions δ arises from the x-dependence of ĝ2 and m′. A plot of δ′ as a function of

x is shown in Figure 11. It is important to point out that the interpretation of the critical

point at x∗ presented here differs from the original proposal in [4], in that in the present

work we extend x beyond x∗ by introducing x̃0, and this places the maximum value of the

gap near the critical point x∗ = 8. (We have effectively patched together what was referred

to as Type A and B in [4].) Further justification for this location of the critical point is

based on the calculation of Tc, which reaches a maximum value near the critical point, as

explained below.
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Finite temperature d-wave gap equation:
Due to the specific form of the kernel G, the solution to the equation (67) is of the d-wave

form (62) (up to an arbitrary rotation) where δ satisfies the integral equation

δ2 = g2

∫
dkdθ k3 cos(2θ)Im

(
1

ωk,δ
tanh

(ωk,δ

2T

))
(70)

where

ωk,δ =
√

ω2
k
− iδ2k2 cos 2θ (71)

Finally, the physical temperature at the scale Λ follows from the RG transformation T →

TΛ/Λc.

Solutions of the above equation are δ(x, T ). One can easily verify numerically that as

the temperature goes to zero, one recovers the solution δ(x) to the zero temperature gap

equation (65). One also finds that as the temperature is raised there are no solutions to the

above equation for T > Tc and this defines the x-dependent critical temperature Tc. This is

shown in Figure 12.
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FIG. 12: The d-wave gap δ′(T ) as a function of T for x = 7.5, x0 = 4.

The critical temperature Tc as a function of x on both sides of x∗ are shown in Figure

13. It turns out that Tc at the critical value x = x∗, i.e. T ∗
c = Tc(x∗), is universal in that it

only depends on the overall scale T0 and not on x0, x̃0 since the scale factor Λ/Λc vanishes

at this point. Using the estimated relation between x and doping in section VI, the critical

point occurs at doping pcrit ≈ .14. The dome shape of Tc is a property of the mathematical

structure of the gap equation and nothing universal is happening at the termination points
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The critical temperature Tc as a function of x on both sides of x∗ are shown in Figure

13. It turns out that Tc at the critical value x = x∗, i.e. T ∗
c = Tc(x∗), is universal in that it

only depends on the overall scale T0 and not on x0, x̃0 since the scale factor Λ/Λc vanishes

at this point. Using the estimated relation between x and doping in section VI, the critical

point occurs at doping pcrit ≈ .14. The dome shape of Tc is a property of the mathematical

structure of the gap equation and nothing universal is happening at the termination points
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of SC on either side of the critical point. Numerically we find that at the critical point

T ∗
c

T0
≈ .084,

T ∗
c

T0δ′(x∗)
≈ .268 (72)

We also find numerically that the maximum value of Tc occurs close to the critical point so

that Tmax
c ≈ .084T0, i.e. Tmax

c is simply proportional to fundamental energy scale E0.

As argued in section V, T0 should be identified with the anti-ferromagnetic exchange en-

ergy J at half-filling. For T0 = 1350K, this gives Tmax
c ≈ 113K, which is quite reasonable for

HTSC. It should be emphasized that the above Tc is intrinsic to the two spatial dimensions,

i.e. does not involve any kind of inter-planar energy scales.
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FIG. 13: Plot of Tc and T∗ vs x for x0 = 4 and x̃0 = 12.

X. CONCLUDING REMARKS

In summary, we have further developed the interacting symplectic fermion model in two

spatial dimensions by studying a dynamically generated relativistic mass and by including

a finite temperature. This allowed us to study some fundamental properties of the model,

such as the specific heat and spin response, which clearly show non-Fermi liquid properties.

As a simplified model of HTSC, we identified the pseudogap energy scale with the zero

temperature relativistic mass m, and pointed out some close parallels with the observed

phenomenology of the pseudogap.

We studied the effects of the pseudogap and finite temperature on the d-wave gap equa-

tion. In this model, the pseudogap clearly competes with superconductivity as a distinct

29
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we get a dome!

pseudogap
competes 
with  SC, no
preformed 
pairs etc. 



Conclusions and open 
problems 

• A simple model that appears to capture the 
main features of HTSC in a calculable way.

• Clearly identified mechanisms for pseudogap,  
d-wave superconductivity. 

• Gives good quantitative results for resistivity, 
Tc.  

• How to get the model from lattice fermions? 

• Lattice effects?   


