Physics of the Kitaev Model: Fractionalization, Dynamic Correlations, and Material Connections
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Abstract

Quantum spin liquids have fascinated condensed matter physicists for decades because of their unusual properties such as spin fractionalization and long-range entanglement. Unlike conventional symmetry breaking, the topological order underlying quantum spin liquids is hard to detect experimentally. Even theoretical models are scarce for which the ground state is established to be a quantum spin liquid. The Kitaev honeycomb model and its generalizations to other tricoordinated lattices are chief counterexamples—they are exactly solvable, harbor a variety of quantum spin liquid phases, and are also relevant for certain transition metal compounds including the polymorphs of (Na,Li)$_2$IrO$_3$ iridates and RuCl$_3$. In this review, we give an overview of the rich physics of the Kitaev model, including two-dimensional and three-dimensional fractionalization as well as dynamic correlations and behavior at finite temperatures. We discuss the different materials and argue how the Kitaev model physics can be relevant even though most materials show magnetic ordering at low temperatures.
1. INTRODUCTION

Quantum spin liquids (QSLs) are among the most enigmatic quantum phases of matter (1–6). In these insulating magnetic systems, the spins fluctuate strongly even at zero temperature. No magnetic order develops, but the ground state is still far from trivial. The ground state exhibits long-range entanglement (3, 7)—a feature that is often used to identify QSLs theoretically (8).

Among QSLs, a subclass often referred to as Kitaev QSLs has recently attracted much attention, both theoretically and experimentally. Indeed, the Kitaev honeycomb model is arguably the paradigmatic example of QSLs because of its unique combination of being experimentally relevant, exactly solvable, and hosting a variety of different interesting gapped and gapless QSL phases, not the least of which is a chiral QSL that harbors nonabelian Ising anyons (9).

Although the Kitaev interaction was initially believed to be rather artificial, Khaliullin and Jackeli (10, 11) soon realized that it may be the dominant spin interaction in certain transition metal compounds with strong spin-orbit coupling (SOC), chief among them certain iridates. To date, several materials have been synthesized that are believed to exhibit Kitaev interactions (12–17). Interestingly, the effect may also occur in organic materials (18) or cold atomic gases (19).

Most of the synthesized materials do order magnetically at sufficiently low temperatures (14, 20–26), indicating that though Kitaev interactions are indeed strong (27), they are not sufficiently strong to stabilize the QSL phase. There are attempts to drive the systems into a QSL phase by applying pressure or by changing the material composition (17, 28). In addition, if the materials are close enough to the QSL regime, one may hope to find remnants of QSL behavior or related features from spin fractionalization (29–32). These may appear either at intermediate energies even when the low-energy behavior is determined by the magnetic order or upon doping mobile charges into the insulator that may then exhibit unusual properties associated with proximate fractionalization (33–36).

In this review, we give an overview on current theoretical efforts to determine the behavior of Kitaev-based models, not just for the idealized Kitaev interaction and its Kitaev QSL phase but also of the experimentally relevant regimes to identify experimentally accessible signatures of Kitaev QSLs and to understand the nontrivial magnetic orders emerging at low temperatures in the various materials. This review is structured as follows. In Section 2, we discuss the properties of the pure Kitaev model, how to solve it, and what types of $Z_2$ QSLs can occur. We also discuss the finite temperature behavior. In Section 3, we briefly explain the symmetry properties of materials and how Kitaev interactions arise. Section 4 is concerned with dynamic correlations of Kitaev QSLs, and Section 5 gives an overview of the relevant materials. We end this review by pointing out some promising directions for future research.

2. KITAEV QUANTUM SPIN LIQUIDS

2.1. The Kitaev Model

The Kitaev honeycomb model is arguably one of the most important examples of a $Z_2$ QSL (9). It was originally formulated as spin-1/2 degrees of freedom sitting on the vertices of a honeycomb lattice, but it is exactly solvable on any tricoordinated lattice, independent of (lattice) geometry and spatial dimension (37–46). Nearest-neighbor spin degrees of freedom interact via a strongly anisotropic nearest-neighbor Ising exchange (47), where the easy axis depends on the bond direction as shown in Figure 1a:

$$\hat{H} = -\sum_{\langle j,k \rangle} J^x_{j,k} \sigma^x_{j,k}$$
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Figure 1

(a) Kitaev interactions on the honeycomb lattice. The edge-sharing oxygen octahedra are indicated on the left. A Majorana fermion encircling a flux $\hat{W}_p = -1$ gains a $(-1)$ sign to its wave function. (b) Sketch of the double-exchange path between two neighboring magnetic sites. The green/red/blue planes are perpendicular to the $x/y/z$-magnetic axes. Adapted from Reference 86 with permission of the authors. (c) Generic phase diagram. Both the nature of the gapless phase in the middle and the precise position of the phase boundaries are lattice dependent.

with the bond operator $K^\gamma_{j,k} = \sigma^\gamma_j \sigma^\gamma_k$ if the bond $(j,k)$ is of $\gamma$ type. The Kitaev interactions along neighboring bonds cannot be satisfied simultaneously, giving rise to “exchange frustration” and driving the system into a QSL phase. Depending on the underlying lattice and the spatial dimension, the Kitaev model 1 hosts a variety of both gapped and gapless QSL phases. When one of the coupling constants $J^\gamma$ is much larger than the others, the system is in a gapped QSL phase. However, around the isotropic point $J^x = J^y = J^z \equiv J_K$, most lattices harbor an extended gapless QSL (see Figure 1c). What types of gapless QSL occur around the isotropic point, and the precise position of the phase transition lines to the gapped phases, are determined by “projective symmetries” (51; see Section 2.2 below). We first give a short overview of how to solve the Kitaev model. We refer to the original article (9) or the lecture notes by Kitaev & Laumann (52) for further details. A detailed discussion on the projective symmetry classification for a three-dimensional (3D) Kitaev model can be found in Reference 45.

For each plaquette (i.e., closed loop) in the system (see, e.g., the honeycomb plaquettes in Figure 1a), we can define a plaquette operator as

$$\hat{W}_p = \prod_{j \in p} K^\gamma_{j,j+1}. \quad (2)$$

For a bipartite lattice, where all plaquettes contain an even number of bonds, its eigenvalues are $\pm 1$, which we refer to as zero $(+1)$ or $\pi$ ($-1$) flux. It is straightforward to verify that all plaquette operators commute with each other and with the Hamiltonian and, thus, describe integrals of motion. This macroscopic number of conserved quantities allows us to considerably simplify the problem by restricting the discussion to a given flux sector. In most of the Kitaev models the flux degrees of freedom are not only static but also gapped, and we can reduce the discussion to the ground-state flux sector. Determining which of the exponentially many flux sectors is the one with lowest energy is often nontrivial. For lattices with mirror symmetries that do not cut through lattice sites, we can make use of Lieb’s theorem (53), which states that plaquettes of length 2 mod 4 carry

---

1The classical Kitaev model also harbors a (classical) spin liquid (48, 49), which can be described as a Coulomb gas phase (50).
zero flux in the ground state, whereas plaquettes of length 0 mod 4 carry π flux. Unfortunately, Lieb’s theorem is not applicable for most of the 3D tricoordinated lattices, and one needs to verify the ground-state flux sector numerically. Interestingly, Lieb’s theorem nevertheless gives the correct prediction (with very few exceptions), even though it is strictly speaking not applicable (45).

Let us now represent the spin degrees of freedom by four Majorana fermions as

$$\sigma_j^\alpha = ia_j^\alpha c_j,$$

where \(j\) denotes the site index and \(\alpha\) the spin component. This enlarges the Hilbert space on each site from dimension 2 to 4, but we can recover the physical Hilbert space by requiring that the spin algebra is faithfully reproduced. More formally, this is achieved by a projection operator \(P_j = \frac{1}{2} (1 + a_j^\alpha a_j^\beta \sigma^\beta_{\alpha})\) for each lattice site, which projects generic states to the local physical Hilbert space. Using this reformulation of the spins, the bond operators are given by \(K_{jk}^{\alpha} = -(i a_j^\alpha a_k^\alpha) c_j c_k \equiv -i \hat{u}_{j,k} c_j c_k\). At first glance, this seems not to simplify our discussion, because the Hamiltonian consists now purely of quartic terms. However, the bilinear operators \(\hat{u}_{j,k}\) commute with each other as well as with any bilinear operator containing the \(c\) Majoranas, and we can replace them by their eigenvalues \(\pm 1\). This effectively reduces 1 to a noninteracting Majorana hopping Hamiltonian in a static background \(\mathbb{Z}_2\) gauge field. Note that the eigenvalues of the \(\hat{u}\) operators themselves are not physical; only the gauge-invariant plaquette operators \(\hat{W}^\alpha = \prod_{j \in \mathbb{Z}_2} (-i \hat{u}_{j,j+1})\) yield physical quantities. In fact, the projection operator acting on a site \(j\) flips all the \(\hat{u}\) operators emanating from this site. Fixing the eigenvalues of \(\hat{u}\) should, therefore, be considered as “fixing a gauge.” As long as we compute gauge-invariant quantities, gauge-fixing is (mostly) harmless, and one often does not need to perform the projection to the physical subspace explicitly.

### 2.2. Classifying Kitaev Quantum Spin Liquids by Projective Symmetries

When one of the coupling constants dominates, the Majorana system is gapped and the low-energy degrees of freedom are the flux excitations of Equation 2. The effective Hamiltonian is identical (in two dimensions) or at least similar (in three dimensions) to that of the Toric Code (56, 57). Around the isotropic point, the fluxes are still gapped, but the Majorana system is generically gapless and, thus, determines the low-energy properties of the Kitaev QSL.

We now restrict the discussion to the ground-state flux sector and analyze the properties of the Majorana system. In close analogy to electronic systems, Majorana fermions can form a variety of gapless or gapped band structures. In the following, we will call gapless systems (semi-)metallic, even though Majorana fermions are chargeless and there is consequently no \(U(1)\) symmetry—only parity is a good quantum number. The properties of the Majorana system are determined not by the bare symmetries of the spin system but by the projective symmetries (51). Because of the emergent \(\mathbb{Z}_2\) gauge field, the effective Majorana system needs to obey symmetries only up to gauge transformations. As a result, each symmetry can be implemented in two distinct ways: They are either implemented exactly as in electronic systems or the gauge transformation artificially doubles the unit cell and, thus, shifts the symmetry relations in momentum space by half a reciprocal lattice vector. The former will be denoted as trivial implementation, the latter as nontrivial. For instance, time reversal always needs to be supplemented with a sublattice symmetry in order to be a symmetry of the Majorana system.\(^3\) Either the sublattice symmetry can be implemented identically for each

\(^2\)See, however, the discussions in References 54 and 55 on the effects of the projection on physical quantities.

\(^3\)On nonbipartite lattices, the system spontaneously breaks time-reversal symmetry and the ground state will be two-fold degenerate (9, 37).
Figure 2
Kitaev quantum spin liquids with (a) Majorana Fermi surfaces, (b) a nodal line, and (c) Weyl nodes, which are realized for the Kitaev model on the (a) (10,3)a (hyperoctagon), (b) (10,3)b (hyperhoneycomb), and (c) (8,3)b lattices (45). Panels adapted from Reference 44 with permission of the authors.

In two-dimensional (2D) systems, \( k_0 = 0 \) implies that Dirac cones are stable, but Majorana Fermi lines are not, whereas for \( k_0 \neq 0 \) the situation is reversed: Majorana Fermi lines are stable, but Dirac cones are not. This lies at the heart of the different behaviors of the Kitaev QSLs on the honeycomb (9) and the square-octagon lattice (38, 58).

Also in three dimensions, the Kitaev model shows rich physics; depending on the underlying lattice structure, one can realize Kitaev QSLs with any type of band structure ranging from Majorana Fermi surfaces, over nodal lines and Weyl points, to gapped states. Remarkably, the band structures are generically topological; i.e., they are characterized by a topological invariant and/or possess topologically protected surface modes (45, 59), in close analogy to electronic systems (60–62). If time-reversal symmetry is implemented trivially, the only stable zero modes are nodal lines (three dimensions), even though there may be additional features, such as symmetry-protected flat bands or Dirac cones at the isotropic point (45, 63). If time-reversal symmetry is implemented nontrivially, the QSL generically harbors stable Majorana Fermi surfaces (42, 44, 45). An interesting situation arises when time-reversal symmetry is implemented nontrivially, but the lattice also has a trivially implemented inversion symmetry. In this case, the only stable zero-energy modes are Weyl nodes (43). Examples of these three different types of spin liquids are shown in Figure 2.

The projective symmetry analysis determines not only the physics for the pure Kitaev interaction but also how the Kitaev QSL responds to perturbations. As the flux excitations are gapped, the Kitaev QSL is stable for a finite range, but its nature may change. For instance, though applying an external magnetic field does not change the qualitative features of Majorana Fermi surfaces and Weyl points, it generically gaps nodal lines into Weyl points and, thus, drives the system into a Weyl spin liquid phase (43). Interactions between Majorana fermions are irrelevant (in the renormalization group sense) for nodal lines and Weyl points (64) but partially gap the Majorana Fermi surface to nodal lines (44).

Here, stable means that one can make an arbitrary small change of the Kitaev couplings without gapping the system.
2.3. Confinement and Finite Temperature

So far, the discussion has been restricted to zero temperature. But the special properties of the Kitaev model allows us to also understand the finite temperature behavior, which is intimately related to the physics of confinement–deconfinement. In Kitaev’s exact solution, the gauge field is static, and the emergent Majorana fermions are deconfined, meaning they can be described as true quasiparticles. Transitions out of the QSL, namely confinement of the Majorana fermions, occur via the flux excitations of the emergent $Z_2$ gauge field.

The mechanism for confinement can be seen as follows. Consider the complex quantum amplitude for the process of hopping a Majorana fermion from site $i$ to site $j$, equivalently the matrix element for the transition from occupancy of $i$ to occupancy of $j$. This process entails taking the total sum of the complex amplitudes for all possible paths from $i$ to $j$. Consider two such paths: If there is an odd number of fluxes $\hat{W}_p = -1$ in the region enclosed by them, then their amplitudes will have a relative ($-1$) sign, resulting in complete destructive interference. This is simply the emergent-gauge-field analog of the Aharonov–Bohm effect. Confinement transitions out of the spin liquid arise through this nontrivial mutual phase factor between fluxes and emergent fermions:

1. At zero temperature, confinement occurs when the Hamiltonian is modified enough so as to condense the fluxes. This requires a finite perturbation because the fluxes are gapped.

2. At finite temperatures, confinement occurs when the fluxes are thermally excited at finite density.

The $T > 0$ confinement transitions out of the QSL are different in two dimensions versus three dimensions. In two dimensions, fluxes are point objects with a gap $\Delta$ that is determined by the underlying lattice and the Kitaev couplings [e.g., $\Delta \approx 0.26 J_K$ for the honeycomb model at the isotropic point $(9, 65)$]. One might imagine that $\Delta$ determines a finite-temperature confinement transition, because for $T < \Delta$, the typical separation between fluxes is exponentially large, and only for $T > \Delta$ do the fluxes proliferate with a high probability on all plaquettes. However, it is known that 2D gauge theories are confining at any nonzero temperature (3), which here can be understood as the Boltzmann weight giving fluxes an exponentially small but finite density. In two dimensions, the Majorana fermions are confined at any nonzero temperature $T > 0$.

In three dimensions, however, $Z_2$ gauge theories have a deconfined phase that extends to small finite temperatures (66). Here, the fluxes are no longer point objects with a finite gap but rather closed flux loops with an energy that depends on the length of the loop. At small temperatures, fluxes are excited but stay small because of the loop tension. Only for sufficiently large temperatures will the loops become large and span the full system. This gives a thermodynamic transition at a temperature $T^*$—determined by the effective loop tension of the flux loops—that confines the Majorana fermions and drives the system out of the 3D QSL (67–69). How do we compute the tension of a flux line, say, at zero temperature in the ground state? Though it may at first seem counterintuitive, the tension of flux lines is given by the energy of the Majorana fermions, hopping in different static configurations of a gauge field. Indeed this is a hallmark of fractionalization: The presence of deconfined quasiparticle excitations requires having well-defined excitations of the gauge field, and vice-versa.

The entire spectrum of the pure Kitaev models has also been computed numerically in terms of the fluxes and Majorana fermion variables, which permits a study of thermodynamic quantities via Monte Carlo sampling over the static $Z_2$ flux sectors (67, 68, 70). Below $T^*$—corresponding to the flux gap $\Delta$ in two dimensions or the loop tension in three dimensions as discussed above—fluxes are (approximately) frozen out, and the characteristic properties of the Kitaev QSL.
emerges, e.g., the linear Dirac density of states of Majorana fermions. The numerical simulations also show a larger scale $T^\ast$, corresponding to bare Kitaev exchange energy $J_K$. The paramagnet above the confinement temperature of the spin liquid is adiabatically connected to the high-temperature $T \gg J_K$ paramagnetic phase. However, below $T^\ast \approx J_K$ there is a crossover into an intermediate correlated paramagnetic regime: The nearest-neighbor spin correlations of the Kitaev exchange acquire a finite value. This is seen in the specific heat of the isotropic 2D honeycomb model, which shows two pronounced crossover peaks at both $T^\ast$ and $T^\ast\ast$ with a linear-in-$T$ behavior in between (70). For magnetic phases proximate to the spin liquid, similar $T^\ast\ast \sim J_K$ crossovers from the uncorrelated to the correlated paramagnet have been seen in numerical studies (71). This suggests that qualitative features of the correlated Kitaev paramagnet can survive in currently existing materials.

3. SYMMETRY AND CHEMISTRY OF THE KITAEV EXCHANGE

In solid-state materials, the Kitaev couplings were originally proposed for 2D systems in which magnetic spin-half sites occupy the sites of a honeycomb lattice (10, 11, 72; see Figure 1a). Importantly, the magnetic superexchange between two adjacent sites has to involve more than one oxygen exchange pathway. The magnetic site, iridium, is octahedrally coordinated by six oxygen atoms forming the vertices of an octahedron. These octahedra are edge-sharing, so that there are exactly two oxygens between a given pair of Ir sites, with Ir-O-Ir bonds forming a 90-degree angle (see Figure 1b).

In this edge-sharing-octahedra geometry, it can be shown that within the single-band Hubbard model associated with the effective $S = 1/2$ manifold, the hopping of electrons between Ir sites is completely forbidden. This occurs owing to a complete destructive interference between the two Ir-O-Ir exchange pathways, resulting from the combination of the geometry and SOC. The SOC allows an effective magnetic field for an electron with a given spin, permitting imaginary hopping amplitudes, and indeed the two paths have opposite amplitudes of $i$ and $-i$.

It then becomes necessary to consider exchange involving multiple bands, i.e., higher excited multiplets, in order to derive a nonzero value for the interactions among the low-energy $S = 1/2$ degrees of freedom. Let us consider all terms that are symmetry allowed. Obviously the Heisenberg term will be generated, as well as a “pseudodipole” exchange term, which couples the component of spin lying along the bond between the two sites.6 However, there is also a third term allowed by symmetry, which is the Kitaev exchange: It couples the component of spin $\gamma$ that is perpendicular to the plane formed by the two exchange paths between the Ir atoms, as depicted in Figure 1b. In certain parameter regimes, the Kitaev exchange may dominate, but the nearest-neighbor Hamiltonian can often be summarized as (10, 11, 72, 74–80)

$$H_{i\gamma} = I(\vec{S}_i \cdot \vec{r}_{ij})(\vec{S}_j \cdot \vec{r}_{ij}) + J_H (\vec{S}_i \cdot \vec{S}_j) + J_K (\vec{S}_i \cdot \vec{y}_{ij})(\vec{S}_j \cdot \vec{y}_{ij}),$$

where $\vec{r}_{ij}$ is the unit vector connecting sites $i$ and $j$, and the Kitaev label is $\vec{y}_{ij} \propto \vec{r}_{Ir-O} \times \vec{r}_{Ir-O}$. Note that the magnitude of the pseudodipole $I$, Heisenberg $J_H$, and Kitaev $J_K$ coefficients can be different on bonds that are symmetry distinct.

The Kitaev interaction can also be generalized to materials with other lattices (see, e.g., 64, 69, 73, 81–87). It is then immediately important to note that the Kitaev term is very different from the pseudodipole term in two ways. First, they involve spin exchange in different directions, where the Kitaev axes $x, y,$ and $z$ are all orthogonal to each other (Figure 1b), in contrast to the

---

6In the literature, this pseudodipole exchange has been denoted as a bond-Ising exchange $I$ when all bonds with this term share the same orientation (73); it has also been recombined with the Heisenberg and Kitaev exchanges into an equivalent symmetry-allowed term, off-diagonal in the basis of the Kitaev exchange, denoted as $\Gamma$ (74).
various orientations of the bonds. Second, unlike the pseudodipole term whose exchange vector is linearly related to the bond orientation, the Kitaev exchange axis does not have the symmetry transformation properties of a vector: If one bond is related to another bond by some rotation matrix \( R \), their Kitaev exchange axes are not generally related by the rotation \( R \). Rather, the Kitaev exchange transforms under spatial rotations as an \( L = 2 \) tensor form, involving magnetic sites as well as bonds (11, 87, 88; see Figure 1). For materials with edge-sharing octahedra, the spatial orientations of Kitaev exchanges can be determined by considering such lattices as sublattices of the face-centered cubic lattice formed by a dense octahedral tiling. Prominent examples include the hyperkagome (12) lattice of Na\( _4 \)Ir\( _3 \)O\( _8 \), the hyperhoneycomb and striphoneycomb lattices of \( \beta \)-Li\( _3 \)IrO\( _3 \) (17) and \( \gamma \)-Li\( _3 \)IrO\( _3 \) (15), respectively, as well as the layered honeycomb lattices of RuCl\( _3 \) (16), Na\( _2 \)IrO\( _3 \), and \( \alpha \)-Li\( _2 \)IrO\( _3 \) (13, 14).

4. DYNAMIC CORRELATIONS

A typical property of QSLs is the absence of rotational or translational symmetry breaking. But clearly, the lack of evidence for long-range spin correlations at low temperatures cannot be taken as evidence for its absence, e.g., because of strong quantum fluctuations (4). Another defining feature of QSLs is long-range entanglement and fractionalization of quantum numbers, which for gapped QSLs can be described mathematically as topological order that entails topological ground-state degeneracy. These properties can be calculated exactly for the Kitaev model (89–93). However, these features are not easy to probe directly in experiment. It is therefore useful to also consider nonuniversal features that can still shed light on the physics, especially when connecting to experiments. In the following, we characterize the exactly soluble point of the Kitaev QSL through its dynamic correlation functions, which are relevant for inelastic scattering experiments. We discuss the robustness of these features to perturbations within the QSL phase, as well as across phase transitions to nearby orders and the relationship to current experiments.

4.1. Static Correlations and Selection Rules

Spin correlations in the Kitaev QSL are short ranged and vanish exactly beyond nearest neighbors \( S_{ij}^n = \langle \sigma_i^n \sigma_j^n \rangle \propto \delta_{ij} \delta_{n,0} \). There is a strong spin anisotropy such that along an \( x \)-type bond \((i,j)_x\), only the \( S_{ij}^x \) component is nonzero, indicated by the symbol \( \delta_{i,j} \). Of course, a short decay length of spin correlations is expected for a QSL but the ultra-short-ranged nature of the Kitaev model is special and directly related to the fact that spins fractionalize into a Majorana fermion and a nearest-neighbor pair of gapped static \( \pi \) -fluxes (93)—the first spin operator creates two fluxes sharing a \((i,j)_x\) bond, and because flux sectors are orthogonal the second spin needs to remove the very same fluxes for a nonzero matrix element. This constraint is removed by additional perturbations in the Hamiltonian. Whether it leads to exponentially decaying spin correlations (e.g., by a Heisenberg term) or algebraically decaying ones (e.g., by a magnetic field) can be determined from modified selection rules, namely whether a pair of fluxes can be locally neutralized by the perturbation (94, 95).

Correlations of operators diagonal in fluxes, e.g., the energy–energy correlator (96) \( C_{ij} = \langle \sigma_i^a \sigma_j^a \rangle - \langle \sigma_i^a \rangle \langle \sigma_j^a \rangle \delta_{ij} \), are only determined by the Majorana sector. It changes its qualitative behavior across the QSL transitions, decaying algebraically in the gapless phases, e.g., \( C_{ij} \propto 1/|v_{\pi}|^n \) from the Dirac spectrum on the honeycomb lattice, but exponentially in the gapped phases (97). Remarkably, the qualitative behavior of static correlations in exactly soluble Kitaev models is independent of dimensionality or lattice details—the static nature of the emergent \( \mathbb{Z}_2 \) gauge field entails the same selection rules.
4.2. Dynamic Correlations of the Kitaev Quantum Spin Liquid

Dynamic correlations are directly related to experimental observables. For example, the spin structure factor $S^M_{q,ab}(\omega)$, which is the Fourier transform in space and time of the dynamic spin correlation function $S^M_{ij}(t) = \langle \sigma^a_i(t) \sigma^b_j(0) \rangle$, is directly proportional to the cross section of inelastic neutron scattering (INS) experiments. The dynamic spin correlation function can be expressed entirely in terms of Majorana fermions (93). The role of the fluxes is incorporated by a sudden perturbation of the Majorana fermions, which turns the calculation of the dynamic equilibrium correlation function into a true nonequilibrium problem:

$$S^M_{ij}(t) = -i \langle M_0 | e^{iH_0 t} \epsilon_i \epsilon^* e^{-i(\mathcal{H}_0 + V_0) t} | M_0 \rangle \delta_{a,b} \delta_{|\mathbf{q}|,\omega}.$$

Here, $|M_0\rangle$ is the ground state of the Majorana sector in the flux-free sector described by $H_0$, and the perturbed Hamiltonian $(H_0 + V_0)$ differs only in the sign of the Majorana hopping on the $a$-bond from the extra pair of fluxes. The problem turns out to be a local quantum quench related to the famous X-ray edge problem (98). It can be evaluated exactly even in the thermodynamic limit (99–101).

The main qualitative features of the spin structure factor are again independent of dimensionality and lattice details. As a concrete example, in Figure 3a, we show $\sum_0 S^M_{q,ab}(\omega)$ of the isotropic atomic force microscopy honeycomb Kitaev model along a representative path in the Brillouin zone (BZ) (100). The low-energy response has a gap (here $\Delta \approx 0.26J_K$), even in the presence of gapless Majorana fermions, because spin flips always excite gapped fluxes. It is remarkable that INS would be able to directly measure the energy it costs to excite a nearest-neighbor flux pair. Above the gap the response is governed by the Majorana density of states (DOSs). For example, in Figure 3a, suppression of spectral weight just above $\omega = 2J_K$ is a direct consequence of a van Hove singularity in the DOSs, and the sharp drop of intensity above $\omega = 6K$ stems from the Majorana bandwidth (99). Remarkably, the low-frequency response is similar on all lattices: If the Majorana DOSs vanishes, $S^M_q(\omega)$ follows the same asymptotic power law; if the DOS is constant toward zero energy, e.g., from a Majorana Fermi surface, then $S^M_q(\omega) \propto (\omega - \Delta)^{-\alpha}$ diverges with an X-ray edge exponent $\alpha > 0$ (102, 103). This separation of features from either of the two emergent excitations reveals more direct signatures of Kitaev QSL physics in the structure factor as normally expected for a fractionalized system.

An alternative probe is magnetic Raman scattering—inelastic light scattering in the millielectronvolt range—probing correlations between two-photon events (105). Due to the different selection rules, Raman scattering does not excite fluxes but pairs of Majoranas, which allows an exact calculation for 2D (104, 106–108) and 3D lattices (109). The asymptotic low-frequency response $I(\omega)$ is a direct probe of the low-energy DOSs, for example, it is linear in frequency for the isotropic honeycomb lattice shown in Figure 3b. Yet another probe is RIXS (resonant inelastic X-ray scattering), which is in principle able to probe both types of fractionalized sectors (110).

What is the effect of small perturbations deviating from the pure Kitaev point but remaining inside the QSL phase? Perturbation theory around the integrable point shows how the selection rules are modified (94, 95). For example, the flux gap in the structure factor of the gapless Kitaev QSLs is removed by a direct coupling of spin flip processes to pairs of Majoranas (111). However, the main features of the response are expected to be robust on general grounds because the Kitaev QSL is a stable phase persistent over a finite range of perturbing interactions (72, 112–114). This is due to the gap of the emergent gauge field in conjunction with the vanishing DOSs of Majorana fermions, which renders fermion–fermion interactions irrelevant [except on certain 3D lattices (44)].

Dynamic properties have also been calculated at nonzero temperature, e.g., the Raman scattering signal (32) or the structure factor (115). Both change their qualitative behavior at the
Figure 3

(a) The dynamic structure factor $S_q(\omega)$ at zero temperature for the antiferromagnetic isotropic Kitaev honeycomb model along a path in the Brillouin zone (100). Even for the gapless quantum spin liquid phase the response is gapped, and the broad high-frequency features are determined by the Majorana fermion density of states. (b) The corresponding Raman intensity that is independent of photon polarization (104). (c) One possible ordered state that can result from additional interactions beyond Kitaev exchange, the counterrotating spiral order seen in $\alpha, \beta, \gamma$-Li$_2$IrO$_3$. Its correlations are neither ferromagnetic nor antiferromagnetic. To uncover the Kitaev pattern of correlations (73), tilt your head at 45° and observe how $x$-bonds ($y$-bonds) have aligned $S_x$ ($S_y$) but antialigned $S_y$ ($S_x$). Panels a and b adapted from Reference 98 and panel c from Reference 72 with permission of the authors.

characteristic crossover scales $T^* \sim \Delta$ and $T^{**} \sim J_K$. Another important deviation from the Kitaev point is the addition of defects. Several works have shown that the response to static disorder can reveal Kitaev QSL features (116–121).

4.3. Spin Dynamics from Kitaev Magnetism Proximate to the Quantum Spin Liquid

Now consider the magnetically ordered phases that are proximate to the Kitaev QSL; i.e., consider a Hamiltonian with sufficient non-Kitaev exchanges so that the QSL phase is destroyed and the Majorana fermions become confined. Recent exact diagonalization (ED) studies (71) and the time-dependent density matrix renormalization group (122) indicate that the broad high-frequency features of the structure factor, as computed for the Kitaev model, are preserved in these proximate phases with long-range ordered magnetism. These high-frequency features have also been interpreted in terms of multi-spin-wave-based excitations above the magnetically ordered phases. As elaborated below, there are two main magnetically ordered phases that appear
in the Kitaev-type materials: collinear zigzag antiferromagnetic order, and an unusual counter-rotating spiral order. The magnon spin dynamics have been computed for both orders via model Hamiltonians that include Heisenberg exchanges in addition to a strong Kitaev exchange. The details are different (e.g., the spiral entails magnon Umklapp scattering from the Kitaev exchange), but in both cases magnon bands show the unusual feature of a high-$\omega$, low-$q$ peak in intensity (22, 123). This unusual signal can be understood intuitively via the Klein duality (72, 75, 87, 123, 124) (elaborated below) relating certain Kitaev-based and Heisenberg-based models, which maps wavevector $q$ to $\pi - q$ in appropriate units. The conventional Heisenberg magnon spectrum, with large intensity at high frequency for $q$ near the BZ boundary, is then flipped across $q$ space to produce the intensity at high frequencies near the zone center $\Gamma$ point. Magnon breakdown and multimagnon processes are also expected to arise in these materials (125). This can be seen via a strong coupling of one-magnon and two-magnon states, which was shown to lead to a broad band of intensity centered at a high frequency, near the BZ center, similar to the high-frequency portion of the QSL response.

5. MATERIALS OVERVIEW AND UNUSUAL MAGNETISM

In this section, we briefly discuss some of the relevant materials.\(^7\) Note that the various exchanges, necessarily generated by the geometry and SOC, complicate the interpretation of a famous standard measure of proximate QSLs (131, 132), namely the so-called frustration parameter. It is defined as the ratio of the Curie-Weiss temperature $T_{CW}$ to the magnetic ordering temperature $T_N$. However, because $T_{CW}$ is related to the average of the magnetic exchanges across all bonds, the various bond-dependent exchanges, which may appear with differing signs, can easily cancel each other out to produce an anomalously small or even vanishing (133) value for $T_{CW}$. This value can easily underestimate the true value of the frustrated magnetic exchanges.

At low energies, both Na$_2$IrO$_3$ and RuCl$_3$ order into a collinear-ordered "zigzag" pattern at wavevector $M$ (edge midpoint of the hexagonal lattice BZ) (14, 20–22, 25). This order is consistent with large Kitaev exchange (113) but also with other models such as further-neighbor exchanges (134, 135). In Na$_2$IrO$_3$, an unusual relationship between spin and momentum at temperatures above the zigzag-ordering transition provides direct evidence for strong Kitaev exchange (27).

The three structural polytypes, $\alpha$-, $\beta$-, and $\gamma$-Li$_2$IrO$_3$, all show (23, 24, 26) an extremely unusual magnetic order that appears to be a unique signature of the Kitaev exchange. This magnetic order is depicted in Figure 3c in its basic mode common to all three polytypes; the materials differ mainly by various additional patterns of tilts of the spin out of the $xy$-plane. The ordering is an incommensurate order at wavevectors near 0.57 consisting of spin spirals; however, here the spirals on the $A$ and $B$ sublattices of the crystals have opposite senses of rotation. The counterrotating spiral order cannot be stabilized by a Hamiltonian based on nearest-neighbor Heisenberg exchange, because the expectation value of those correlations vanishes owing to the counterrotation of adjacent sites. In particular, for the counterrotating mode,

$$\sum_{\langle i,j \rangle} (\vec{S}_i \cdot \vec{S}_j)_{\text{counterrotating-spiral}} = 0,$$

where $\langle i, j \rangle$ denotes nearest neighbors. Instead, the nearest-neighbor spin correlations are of a Kitaev-like form (73). This can most easily be seen from Figure 3c by tilting your head 45°, so

\(^7\)We can point the reader to a few recent related reviews (5, 6, 126–130).
that the zigzag chain (a structural feature common to all the honeycomb-type lattices) appears as a staircase, and the x, y spin axes shown are horizontal and vertical, respectively. Then it becomes evident that x-bonds (y-bonds) have aligned Sx (Sy) but antialigned Sy (Sx). Indeed variants of this order have been shown to arise from models with strong ferromagnetic Kitaev exchange and smaller additional antiferromagnetic Heisenberg exchange (73, 86). Moreover, a lattice-spin transformation (the Klein duality) (72, 75, 87, 124), which maps Heisenberg models to models with strong Kitaev exchange, was shown (123) to transform the usual Heisenberg corotating spiral into the counterrotating spiral, demonstrating it has a parent Kitaev-based model.

A number of experiments have measured dynamic features that appear reminiscent of dynamics seen in the Kitaev model. This has been discussed most prominently in the context of α-RuCl3 (16). Raman scattering observed a broad polarization independent magnetic continuum (31, 136), which would imply Kitaev coupling JK ≈ 8 meV from comparison with predictions of the pure Kitaev model (104). The continuum persists to high temperatures on the order of JK, and the integrated response, with background subtracted, appears to follow the simple form [1 − f(T)]2 with the Fermi function f(T). This has been interpreted as a signature of spin fractionalization into fermionic degrees of freedom (32). Similar behavior has also been reported for β- and γ-Li2IrO3 (137).

INS results at high frequencies have also been discussed in the context of the Kitaev model dynamics. First, results on RuCl3 from powder scattering revealed the presence of a broad high-frequency, low-wavenumber magnetic continuum that is insensitive to cooling through the atomic force microscopy transition, below which only the very low-frequency response develops sharp spin-wave-like excitations (29). Second, measurements on single crystals (30) strikingly revealed a broad star-shape-like scattering in reciprocal space, again with a central column of scattering around the zone center, whose main part is almost independent of frequency and temperature (again up to T∗∗ ≈ JK ≈ 8 meV). The high-frequency portion of the phenomenology appears remarkably similar to that of the proximate Kitaev QSL (99, 138) discussed above. Other experimental probes, e.g., thermal conductivity (139, 140) and nuclear magnetic resonance spectroscopy (141), have been interpreted in the same framework. The idea that signatures of the proximate QSL survive at intermediate frequency and temperature regimes despite the appearance of residual long-range magnetism below TN ≪ T∗∗ ~ JK appears to be similar to the case of quasi-one-dimensional spin chain materials that display dynamic correlations of the fractionalized spinons (142, 143) despite weak long-range order set by the interchain coupling. However, such a generalization should be taken with great care because 1D fractionalization is qualitatively different from D ≥ 2 fractionalization (51, 66). In 1D there is no confinement-deconfinement transition: spinons are a generic feature of 1D systems in contrast to fractionalization in D ≥ 2 which involves deconfinement and topological order (51).

Alternative interpretations of these measurements, that do not invoke the spin liquid variables, have also been discussed. As mentioned above, spin waves are sufficient for reproducing the frequency-wavevector location of the scattering, with the broadness of the feature requiring magnons to break down at these high frequencies. The good agreement of a recent ED study with the INS results discussed above (125) was interpreted in terms of such a magnon breakdown picture for the zigzag order seen in RuCl3. Whether the natural quasiparticle description of the signal is best described in terms of Majorana fermions or in terms of multimagnon excitations is a matter of debate in the literature (29, 125). Nevertheless, because such a signal is not typically seen in most magnetic systems, its presence can be associated with the unusual correlations from the Kitaev exchange. Overall, there is growing and solid evidence across the recent literature that these materials must be described by Hamiltonians that include strong Kitaev-type interactions and, thus, are in some sense proximate to the Kitaev QSL phase.
6. FUTURE DIRECTIONS

Two prominent and outstanding questions in the field are the following:

- How can we drive the materials into a QSL regime or otherwise expose physics related to fractionalization?
- How can we design experiments that show an unambiguous signature unique to a QSL phase?

Different avenues have been proposed for driving the systems out of the ordered states and into a QSL phase. The preliminary measurements all rely on observations of the disappearance of the magnetic order under application of pressure (17, 28) or chemical substitution (144) or by applying external magnetic fields (145–150). It is currently still unclear why the magnetic ordering disappears, but one possible explanation could be that the (chemical) pressure distorts the octahedral structure. The latter may be more advantageous for large Kitaev interactions (78). It may be fruitful to look for other materials as well—the metal-organic-frameworks (18) suggest a promising avenue in this direction, especially because they can realize different lattice structures, and thus different Kitaev QSLs, than the iridates and RuCl$_3$ (151).

A theoretical quantification of how much fine tuning would be required to reach the QSL ground state is generally unknown. Exact diagonalization (72) as well as density matrix renormalization group studies in two dimensions (152) find that the QSL phases are stable to adding Heisenberg exchange of the order of a few percent. However, for generic interactions it may in fact be less (153). A tensor network study in effectively infinite dimensions (69) (on the boundaryless Bethe lattice) found that the gapped anisotropic phase of the QSL is at least stable to Heisenberg exchange of only much less than a percent perturbation. This is, however, not necessarily too discouraging, as the gapped Kitaev QSLs are generically much less stable than the gapless ones because of their substantially smaller flux gap (65). The stability of the various gapless 3D Kitaev QSLs to Heisenberg (or other) interactions is currently not known.

Several experimental results discussed earlier show properties that can be interpreted as stemming from the spin fractionalization to Majorana fermions, even though this interpretation is still under debate. Doping mobile charges into the system is also thought to expose physics of fractionalization. Doped mobile holes interacting via the QSL background can induce unconventional superconductivity (33–36). Furthermore, doping charges into a magnetic phase that is proximate to a QSL phase may uncover the QSL variables and turn the fractionalization physics into the correct description at finite doping (33).

On the theory side, it is important to further develop the phenomenology for both QSL phases as well as the various magnetic phases with strong SOC. This would enable a distinction between unusual signatures of proximate QSL behavior and of more conventional ordered magnetic phases. Experiments that can tune through parameter space, e.g., via pressure or even strain, may be the most promising for finding a QSL ground state. The recent surge in experimental efforts related to the physics of the Kitaev QSL, including synthesis of new materials, raises the hope that the near future will see many advances in the search for these elusive quantum states and, hopefully, the first unambiguously clear determination of a QSL material.
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