37. A PHILOSOPHICAL NOTE

NIELS BOHR ONCE SAID THERE ARE TWO KINDS OF TRUTHS. THERE ARE ORDINARY TRUTHS AND THEN THERE ARE DEEP TRUTHS. AN ORDINARY TRUTH IS ONE WHICH THE CONTRARY IS FALSE. EXAMPLE: THE HOUSE IS GREEN AND THE HOUSE IS NOT GREEN. CLEARLY ONE STATEMENT IS FALSE. NOW A DEEP TRUTH IS ONE IN WHICH THE CONTRARY IS ALSO A DEEP TRUTH BUT NOT NECESSARILY FALSE. EXAMPLE: MAN LIVES TO SERVE GOD; OR MAN DOES NOT LIVE TO SERVE GOD. OR PERHAPS, MAN IS NOT A JUST A MACHINE AND MAN IS JUST A MACHINE. THERE ARE NUMEROUS SUCH EXAMPLES OF SUCH DEEP TRUTHS. THINK ABOUT IT.

INTRODUCTION TO PERTURBATION THEORY

WE HAVE BEEN LEARNING THE BASIC MACHINERY OF QUANTUM MECHANICS. WE HAVE TALKED ABOUT THE FREE PARTICLE BEHAVIOR AND HOW WE USE AMPLITUDE WAVE FUNCTIONS TO PREDICT ITS BEHAVIOR. WE STUDIED THE PROPERTIES OF SCATTERING AND QUANTUM ANGULAR MOMENTUM THEORY. RECENTLY WE DISCUSSED THE QUANTUM HARMONIC OSCILLATOR. WE WOULD NOW LIKE TO APPLY ALL THIS POWERFUL MACHINERY TO SOLVING MORE COMPLICATED AND MORE REALISTIC PROBLEM. OUR BASIC PROBLEM WILL BE INVOLVING INTERACTIONS BETWEEN OSCILLATORS AND ELECTROMAGNETIC FIELDS. WE WANT TO WORK OUT SOME OF THE RESULTING ENERGY LEVELS FOR SUCH A SYSTEM. TO BEGIN WE NEED ONLY A FEW SIMPLE TOOLS, ONE BEING THE SCHRODINGER EQUATION FOR THE TIME INDEPENDENT HAMILTONIAN, I.E.,

$$H \psi_n = E_n \psi_n$$

WHERE THE WAVE FUNCTIONS $\psi_n$ ARE ORTHOGONAL SUBJECT TO THE CONDITION THAT $\langle \psi_m | \psi_n \rangle = 0$

THese TWO SIMPLE POINTS ARE VERY IMPORTANT TO REMEMBER BECAUSE THEY ARE VERY USEFUL. NOW WE WON'T CONCERN OURSELVES HERE WITH ANY OF THE COMPLICATIONS ARISING FROM A NON-LINEAR OSCILLATOR. IN GENERAL THE NON-LINEARITIES ARE NOT VERY IMPORTANT BUT MORE HONESTLY VERY FEW PEOPLE HAVE SUCCEEDED IN WORKING ANY NON-LINEAR PROBLEMS OUT EXACTLY.
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Since the majority of quantum mechanical problems cannot be solved exactly - even linear problems - it is often advantageous to apply physical and mathematical approximations in order to obtain a nearly correct answer. The ability to wisely apply approximations at the appropriate time in solving a problem is a great gift and one which everyone should learn to acquire. The general method of attacking a problem in quantum mechanics is to apply perturbation theory.

There are two types of perturbation theories which can be used. There is the time-independent and time-dependent problems. The time-independent problems seek to find the stationary eigenstates and eigenvalues of the Hamiltonian \( H \). By a time-independent Hamiltonian \( H \) we necessarily are dealing with an isolated system, one which is not interacting with an adjacent system. Such an isolated system can undergo a transition between stationary states if the system initially started out in a state which was not an eigenstate of \( H \).

Most systems are not isolated from the external world so that transitions between different stationary states can occur when subject to externally applied disturbance. Such problems as particle collision and decay are represented by external interaction forces. Solving these problems is of more interest but involves time-dependent analyses which is inherently more complicated than the time-independent problems. We therefore will be dealing primarily with the time-dependent perturbation theory.

**Separable Systems**

Common to both types of perturbation theory is the idea of separable Hamiltonians. When we write the total Hamiltonian \( H \) in Schrödinger's equation

\[
\hat{H} \frac{\partial \psi}{\partial t} = H \psi
\]

it is composed of two parts. The wave function \( \psi \) is given by \( e^{-i \hat{H}t} |\psi\rangle \) for the time-independent case, and \( \sum_n c_n e^{-i \omega_n t} |\psi_n\rangle \) for the time dependent case.
The Hamiltonian $H$ is expressed as

$$H = H_0 + H_i,$$

where $H_0$ is the unperturbed Hamiltonian which we postulate we know how to accurately define. $H_i$ is the weak interaction Hamiltonian which has its own energy spectrum, call it $E_{i,m}$. Therefore there are two sets of wave functions $\psi_0$ and $\psi_1$ each with energy levels $E_{0,m}$ and $E_{1,m}$ respectively. The Hamiltonian $H_i$ will only operate on $\psi_0$ while $H_i$ will only operate on $E_{1,m}$ $\psi_1$. The two pieces of the Hamiltonian operate on different parts of the wave function. If we now define some super wave function $\phi$ which is a function of the variables of the system then

$$H_1\phi > = (H_0 + H_b)\phi > = W \phi >$$

where $W$ is the composite energy spectrum of the system.

Just as an example to show you how complicated $H$ can get let's consider a helium atom with two electrons and nucleus. The coordinates of the electrons are denoted by $(x_1, y_1, z_1)$ and the second electron by $(x_2, y_2, z_2)$. If we consider the nucleus to be of finite mass then it will move and have coordinates $(x_n, y_n, z_n)$. Therefore the Hamiltonian is

$$H = \frac{p_{1x}^2}{2m_1} + \frac{p_{1y}^2}{2m_1} + \frac{p_{1z}^2}{2m_1} + \frac{a_1^2}{r_{12}} - \frac{Ze_1^2}{r_{11}} - \frac{Ze_1^2}{r_{21}}$$

Schrodinger's equation becomes

$$-\frac{\hbar^2}{2m_1} \nabla^2 \phi_1 - \frac{\hbar^2}{2m_1} \nabla^2 \phi_2 - \frac{\hbar^2}{2m_1} \nabla^2 \phi - \frac{\hbar^2}{2m_1} \nabla^2 \phi + W \phi = E \phi (x, y, z, x_1, y_1, z_1, x_2, y_2, z_2, x_n, y_n, z_n)$$

In this Hamiltonian the extra term $H_i$ is associated with the dynamical response of the nucleus to the motion of the electrons around it. Therefore

$$H_0 = \frac{p_{1x}^2}{2m_1} + \frac{p_{1y}^2}{2m_1} + \frac{p_{1z}^2}{2m_1} - \frac{Ze_1^2}{r_{11}} - \frac{Ze_1^2}{r_{21}}$$

And

$$H_i = \frac{p_{1x}^2}{2m_1} - \frac{Ze_1^2}{r_{11}} - \frac{Ze_1^2}{r_{21}}$$

In the limit as the nuclear mass is taken to be infinite then $H_i = 0$ and we are left with just $H_0$. 204
The point of writing out $H$ for the helium atom is to show when I write $\Phi(x_0, x_1)$ I am making a shorthand notation for the independent variables contained in the system.

In order to see how $H\Phi$ produces $W\Phi$ as expressed earlier let's try a composite wave function of the form

$$\Phi(x_0, x_1) = \Phi_m(x_0) \Phi_n(x_1)$$

We guessed at the product form because of our earlier work in amplitudes. Plugging $\Phi$ into the above equation,

$$H\Phi = (H_0 + H_1)(\Phi(x_0, x_1)) = H_0 \Phi_n \Phi_m + H_1 \Phi_n \Phi_m = W\Phi_n \Phi_m$$

Since $H_0$ only operates on $\Phi_n$ and $H_1$ only operates on $\Phi_m$, we have

$$\Phi_n H_0 \Phi_n + \Phi_n H_1 \Phi_m = \Phi_n E_n \Phi_n + \Phi_n E_m \Phi_m$$

$E_n$ and $E_m$ are just numbers so that they can come out as

$$(E_n + E_m) \Phi_n \Phi_m = W \Phi_n \Phi_m$$

So that

$$W = E_n + E_m$$

Therefore the energies add while the wave functions multiply. This is a very important property of separable systems which we will use in more complicated problems. The key point is that the Hamiltonian and energy spectrums are additive.

**TIME-DEPENDENT PERTURBATION THEORY**

I'd like to talk about the time-dependent perturbation theory because it has enormous practical utility in quantum mechanics. It constitutes the underpinning of the analysis of two systems far apart or weakly coupled through a slight interacting field. A typical example is one system initially in the ground state while another is in some excited state; at some later time the two systems can interact and transfer energy. The problem is to figure out the probability that the transition will occur. Such an example would be a cavity resonator consisting of millions and millions of harmonic oscillators which can interact with some atoms in the cavity to undergo an absorption of a photon or perhaps, emit a photon.
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Again we will be concerned only with time-independent Hamiltonians initially, i.e., $\text{Ho} \neq \text{Ho}(t)$. This means the state is initially prepared by the experimenter. The will however be a time dependent piece of the Hamiltonian, call it $H'$, which arises from the time varying interacting field. The total Hamiltonian is then

$$H = \text{Ho} + H_i(t)$$

and the Schrödinger equation is

$$\frac{\hbar}{i} \frac{\partial \Psi}{\partial t} = H\Psi = [\text{Ho} + H_i(t)]\Psi(t)$$

We will assume at time $t=0$ we know precisely the state of the system to be $\Psi(t) = \Psi(0)$ at $t=0$. We want to know what state the system will be in at some later time $t$. Now $\text{Ho}$ describes two noninteracting systems and $H_i(t)$ describes their mutual interaction.

We will solve this problem by using an unpedestrian approach. First we will solve the easy problem, i.e.,

$$\frac{\hbar}{i} \frac{\partial \Psi}{\partial t} = \text{Ho}\Psi(t)$$

but to solve this we need to know what $\Psi(t)$ is. Well, let's try the solution

$$\Psi(t) = e^{-\frac{i}{\hbar}t\text{Ho}}\Psi(0)$$

It's not too difficult to show this is a solution but what the hell does it mean $e^{-\frac{i}{\hbar}t\text{Ho}}$? What is an operator doing in the exponent? Well if we expand the exponent in a power series the operation becomes clear since we know what it means to operate with $\text{Ho}$ once, twice, three times, etc.

Now if $\Psi(0)$ is just $\Phi_n$ then wouldn't you expect that $e^{-\frac{i}{\hbar}t\text{Ho}}\Phi_n$ would produce $e^{-\frac{i}{\hbar}t\text{En}}\Phi_n$? Sure you would because $\text{Ho}\Phi_n = \text{En}\Phi_n$. Let's see if we can prove it, first we know that

$$e^{-\frac{i}{\hbar}t\text{Ho}} = 1 - \frac{i}{\hbar}t\text{Ho} + \frac{1}{2!}(-\frac{i}{\hbar}t)^2\text{Ho}\text{Ho} + \frac{1}{3!}(-\frac{i}{\hbar}t)^3\text{Ho}\text{Ho}\text{Ho} + \cdots$$

Then $e^{-\frac{i}{\hbar}t\text{Ho}}\Phi_n$ produces

$$\Phi_n - \frac{i}{\hbar}t\text{Ho}\Phi_n + (\cdots)\text{Ho}(\text{Ho}\Phi_n) + (\cdots)\text{Ho}\text{Ho}(\text{Ho}\Phi_n) + \cdots = e^{-\frac{i}{\hbar}\text{En}}\Phi_n$$
Now that we understand what the symbols mean we should prove that \( \psi(t) = e^{-\frac{i}{\hbar}t H_0} \psi(0) \) is indeed a solution to Schrödinger's equation - so let's see:

\[
-\frac{\hbar}{i} \frac{d}{dt} \psi(t) = -\frac{\hbar}{i} \frac{d}{dt} \left[ e^{-\frac{i}{\hbar}t H_0} \psi(t) \right] = H_0 \psi(t)
\]

Pretty easy, huh? But you still might be wondering if what I did was mathematically legitimate so I'll prove it. We have to differentiate the power series expansion for \( e^{-\frac{i}{\hbar}t H_0} \)

\[
-\frac{\hbar}{i} \frac{d}{dt} \psi(t) = -\frac{\hbar}{i} \left[ -\frac{1}{\hbar} H_0 + \left( -\frac{\hbar}{i} \right)^2 t H_0 H_0 + \frac{1}{2!} \left( -\frac{\hbar}{i} \right)^3 t^2 H_0 H_0 H_0 + \cdots \right] \psi(0)
\]

\[
\begin{align*}
\psi(t) &= H_0 \left[ 1 + \frac{1}{\hbar} t H_0 + \frac{1}{2!} \left( -\frac{\hbar}{i} \right)^2 t^2 H_0 H_0 + \cdots \right] \psi(0) \\
&= H_0 e^{-\frac{i}{\hbar}t H_0} \psi(0) = H_0 \psi(t) \quad \text{Q.E.D.}
\end{align*}
\]

The notation here is fairly simple but it is hard to figure out what is going on. Now it is necessary to specify the form of \( \psi(0) \) which can be done most simply as a power series,

\[
\psi(0) = \sum_n C_n \phi_n
\]

where the \( \phi_n \) 's can be found by projecting \( \psi(0) \) into each \( \phi_n \) as

\[
C_n = \langle \phi_n | \psi(0) \rangle
\]

This then specifies the initial state of the system but in general \( \psi(t) \) is given by

\[
\psi(t) = \sum_n C_n e^{-\frac{i}{\hbar}t H_0} \phi_n = \sum_n C_n e^{-\frac{i}{\hbar}t E_n} \phi_n
\]

So far we have just concerned ourselves with the first part of the Hamiltonian, \( H_0 \), we must now consider the time dependent part, \( H_1(t) \).

Our problem is to solve the Schrödinger equation with the time dependent part of the Hamilton. The solution will be of the general form

\[
\psi(t) = \left[ e^{-\int_0^t \left( H_0 + H_1(t') \right) dt'} \right] \psi(0)
\]

But wait, we can't prove this solution is correct as we did last time, this happens because in general if \( A \) and \( B \) are two operators then \( e(A+B) \neq e(A) e(B) \).

If \( A \) and \( B \) are non-commutative, i.e., \( (AB - BA) \neq 0 \), so we have to go about the proof another way. We won't do it too elegantly so no one get lost in the math.
I am going to try and solve for \( \Psi \) subject to the condition that it is to be small. I will try the solution of the form

\[
\Psi(t) = e^{-\frac{i}{\hbar} \mathbf{H}_0 t} \chi(t)
\]

where \( \chi(t) \) is a slightly perturbed wave function from \( \Psi_0 \).

Substituting this directly into Schrödinger's equation

\[
\frac{i\hbar}{\partial t} \Psi(t) = \frac{i\hbar}{\partial t} \left[ e^{-\frac{i}{\hbar} \mathbf{H}_0 t} \chi(t) \right] = \mathbf{H}_0 \chi(t) e^{-\frac{i}{\hbar} \mathbf{H}_0 t} + i\hbar e^{-\frac{i}{\hbar} \mathbf{H}_0 t} \frac{\partial \chi(t)}{\partial t}
\]

Now this must equal \((\mathbf{H}_0 + \mathbf{H}_1(t)) \Psi(t) = (\mathbf{H}_0 + \mathbf{H}_1(t)) e^{-\frac{i}{\hbar} \mathbf{H}_0 t} \chi(t)\)

Therefore, we have an equation for \( \mathbf{H}_1(t) \)

\[
\mathbf{H}_1(t) = \frac{i\hbar}{\partial t} \chi(t)
\]

or

\[
\chi(t) = e^{-\frac{i}{\hbar} \int_0^t \mathbf{H}_1(t') dt'}
\]

The alternate way to express this differential equation is

\[
\frac{i\hbar}{\partial t} \chi(t) = e^{-\frac{i}{\hbar} \mathbf{H}_0 t} \mathbf{H}_1(t) e^{-\frac{i}{\hbar} \mathbf{H}_0 t} \chi(t)
\]

This is almost a Schrödinger equation for \( \chi(t) \). If we define a new Hamiltonian

\[
\mathbf{H}_1(t) = e^{\frac{i}{\hbar} \mathbf{H}_0 t} \mathbf{H}_1(t) e^{-\frac{i}{\hbar} \mathbf{H}_0 t}
\]

we have the Schrödinger equation

\[
-\frac{\hbar}{2} \frac{\partial^2 \chi(t)}{\partial t^2} = \mathbf{H}_1(t) \chi(t)
\]

This is a very useful equation because it tells how the disturbance propagates with time. From the above results we can conclude that if \( \Psi \) satisfies

\[
\frac{i\hbar}{\partial t} \frac{\partial \Psi}{\partial t} = [\mathbf{H}_0 + \mathbf{H}_1(t)] \Psi(t)
\]

Then

\[
\Psi(t) \Rightarrow e^{\frac{i}{\hbar} \mathbf{H}_0 t} \Psi \quad \text{will satisfy},
\]

\[
\frac{i\hbar}{\partial t} \Psi' = \mathbf{H}_1(t) \Psi'
\]

To see this substitute for \( \Psi' \)

\[
\frac{i\hbar}{\partial t} \left[ e^{\frac{i}{\hbar} \mathbf{H}_0 t} \Psi \right] = e^{\frac{i}{\hbar} \mathbf{H}_0 t} \mathbf{H}_1(t) e^{-\frac{i}{\hbar} \mathbf{H}_0 t} e^{\frac{i}{\hbar} \mathbf{H}_0 t} \Psi
\]

\[
\frac{i\hbar}{\partial t} \left[ \mathbf{H}_0 e^{\frac{i}{\hbar} \mathbf{H}_0 t} \Psi + e^{\frac{i}{\hbar} \mathbf{H}_0 t} \frac{\partial \Psi}{\partial t} \right] = e^{\frac{i}{\hbar} \mathbf{H}_0 t} \mathbf{H}_1(t) \Psi
\]

\[
- e^{\frac{i}{\hbar} \mathbf{H}_0 t} \mathbf{H}_0 \Psi + \frac{i\hbar}{\partial t} \frac{\partial e^{\frac{i}{\hbar} \mathbf{H}_0 t} \Psi}{\partial t} = e^{\frac{i}{\hbar} \mathbf{H}_0 t} \mathbf{H}_1(t) \Psi
\]

Divide through by \( e^{\frac{i}{\hbar} \mathbf{H}_0 t} \) and at \( \partial \) rearrange

\[
\frac{i\hbar}{\partial t} \Psi = [\mathbf{H}_0 + \mathbf{H}_1(t)] \Psi
\]

Q.E.D.
In order to figure out what $H_i(t)$ represents we need to work out matrix elements; the matrix element giving us the transition probabilities. In general

$$\int \phi_m^* \mathcal{A} \phi_n \, d\text{vol} = \langle \phi_m^* | \mathcal{A} | \phi_n \rangle = \Delta m$$

In our case $\mathcal{A} = H_i(t)$ so that

$$\int \phi_m^* H_i(t) \phi_n \, d\text{vol} = \int \phi_m^* e^{-i \mathcal{H}_0 t} H_i(t) e^{i \mathcal{H}_0 t} \phi_n \, d\text{vol}$$

Since $e^{-i \mathcal{H}_0 t} \phi_n = e^{-i \mathcal{E}_n t} \phi_n$ and $\phi_m^* e^{-i \mathcal{H}_0 t} = e^{-i \mathcal{E}_m t} \phi_m^*$ we have that

$$\int = e^{-i \mathcal{E}_n (\mathcal{E}_m - \mathcal{E}_n) t} \int \phi_m^* H_i(t) \phi_n \, d\text{vol} = e^{-i \mathcal{E}_n (\mathcal{E}_m - \mathcal{E}_n) t} \langle \phi_m^* | H_i(t) | \phi_n \rangle$$

Now physically $\psi'$ is the time development of $\psi$ but the propagation is modulated by component $e^{-i \mathcal{E}_n (\mathcal{E}_m - \mathcal{E}_n) t}$ due to the presence of $H_i(t)$ or a small interaction force. Although $H_i(t)$ is in general weak the phase shift could be quite rapid.

Obviously if $H_i(t)$ were negligible then the two systems would never interact and there wouldn't be anything of interest occurring. When $H_i(t)$ is small but not negligible we have some interesting physics. Suppose at time $t = 0$ we specify $\psi(t)$ precisely; i.e., we know $\psi(0)$ and $\psi'(0)$. What our formula says is that if we want to know what to expect of the wave function at some latter time $t = T$ then all we need to calculate is

$$\psi(T) = e^{-i \mathcal{H}_0 T} \psi'(T)$$

$\psi'(T)$ is in general a power series expansion such as

$$\psi'(T) = \psi_0'(T) + \psi_1'(T) + \psi_2'(T) + \psi_3'(T) + \cdots$$

where the zeroth order term $\psi_0'(T)$ we know equals $\psi'(0)$. We are usually interested in the first order approximation which tells us to what order in $\mathcal{H}_0$ we need, i.e., first also. Our Schrödinger equation becomes

$$i \hbar \frac{\partial}{\partial t} \left[ \psi_0'(t) + \psi_1'(t) \right] = H_i'(t) \left[ \psi_0'(t) + \psi_1'(t) \right]$$

or

$$i \hbar \frac{\partial}{\partial t} \left[ \psi_0'(t) + \psi_1'(t) \right] = H_i'(t) \left[ \psi_0'(t) + \psi_1'(t) \right]$$
This equation reduces to
\[ i h \frac{d}{dt} \psi(t) = H(t) \psi(t) \]
which can be integrated for \( \psi(t) \) to get
\[ \psi(t) = \psi(0) - i h \int_0^t H(t') \, dt' \, \psi(0) \]
Therefore we have found \( \psi(t) \) to first order,
\[ \psi(t) = \psi(0) - i h \int_0^t H(t') \, dt' \, \psi(0) \]
If we want \( \psi(t) \) at time \( t = T \) we simply integrate \( dt' \) between 0 and \( T \). It is a little more messy to go to the second order terms and higher but they are obtained in a straightforward manner. For the second order term
\[ \psi_2(t) = \left( \frac{-i}{h} \right) \int_0^t \int_0^{t'} H(t') \, dt'' \, \psi(0) \]
The third order term is
\[ \psi_3(t) = \left( \frac{-i}{h} \right)^3 \int_0^t \int_0^{t'} \int_0^{t''} H(t''') \, dt''' \, \psi(0) \]
As we said earlier for the questions we want to answer the first order term will be sufficient.

So now we want to find what the amplitude will be for the system to end up in some final state, \( \psi_f \), if it is initially prepared in state some initial state \( \psi_i \). How do we calculate this? Well if we have the system describable by a wave-function \( \psi(t) \) we evaluate it at time \( t = T \) at the time of interest and then project this wave function into the final state \( \psi_f \) that we'd like it to be in. Mathematically this is said
\[ \langle \psi_f | \psi(t) \rangle \]
I should point out this is mathematically equivalent to \( \langle \psi_f | \psi(T) \rangle \). To prove that it is
\[ \langle \psi_f | \psi(t) \rangle = \langle e^{-\frac{i}{\hbar} \Theta_0} \psi_f | e^{\frac{i}{\hbar} \Theta_0} \psi \rangle = \langle \psi_f | e^{-\frac{i}{\hbar} \Theta_0} \psi \rangle = \langle \psi_f | \psi(T) \rangle \]
That's our answer. So let's do the work.
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Let's project $\psi(T)$ into $\psi'(T)$ and see what we get

$$<\psi | \psi'(T)> = <\psi | \psi'> - \frac{i}{\hbar} \int_0^T H_1(t) dt | \psi'>$$

which can be rewritten as

$$<\psi | \psi'(T)> = <\psi | \psi'> - \frac{i}{\hbar} \int_0^T dt <\psi | H_1(t) | \psi'>$$

The first term on the right is just the amplitude to end up in the final state if there were no disturbance around. Usually it is taken that the initial and final states are orthogonal such that $<\psi | \psi'> = 0$ and we are interested solely in the second term on the right. Since it is a very important concept that we have developed here we will continue to describe in more detail physically what is contained in the integral. You really don't know anything when you see abstract formulas like the above.

To further understand what is happening we will use some of our path integral concepts which we have developed. Let's draw a little diagram like on the right where we start at some initial state and ask it to end up in some final state. Starting with initial amplitude $\psi$, the system develops in such a manner as to end up in some final state $\psi'$. However at some time $t$ along the way there appears an interacting force which produces an amplitude for transition from one state to another. The transition I like to think of as a scattering process. The amplitude to scatter then has a phase proportional to $-i H(t) dt$ where the $dt$ scattering occurs over a range of time $dt$.

Since the scattering can take place at anytime between 0 and $T$, we integrate over this range. It is quite possible that the scattering may occur not once but twice, three times, etc. The integral is all inclusive of all possible interaction.

The amplitude to start in $\psi$ and end in $\psi'$ is read from right to left in the integral, i.e., right to left is the time development of the system.

$$<\psi | \psi'> = \int_0^T <\psi | e^{-iH_0(t-T)} e^{-iH(t) dt} \psi'>$$
If two scatterings occur then we have the situation

\[ \langle \psi_f | \psi_i \rangle = \int_0^T \int_{t_0}^T dt_2 dt_1 \langle \psi_f | e^{-i(H_2+H_0) t_2} H_1(t_2) e^{-iH_0 t_2} | \psi_i \rangle \cdot e^{-iH_0 t_2} \]

In this case we start in state \( \psi_i \) and propagate as a free particle until acted upon by the disturbance at \( t = t_0 \) which produces a phase shift given by \( H(t) e^{-iH_0 t_0} \). Then the particle continues on until acted upon by the second scattering disturbance which produces another phase shift given by \( H(t) e^{-iH_0 t_0} \). Finally the particle propagates on proportional to \( e^{-iH_0 t_0} \) as a free particle. The total amplitude to start at \( \psi_i \) and end at \( \psi_f \) is given by the product of the individual amplitudes. The diagram, commonly called a Feynman diagram after the one who first developed their use, is just a simple way to save you all the time grinding through these messy integrals. There isn't any thing intuitively mysterious about their form its just another useful tool in describing these kinds of processes.

You have to be careful though in applying the integral expression because time order is critical in describing which scattering occurs when. As an example consider a process described by the diagram on the right where there are now two different types of disturbances occurring, types \( H_0 \) and \( H_2 \). Thus \( H_0 \) must occur after \( H_2 \) chronologically as depicted. Therefore, the integral must reflect this time ordering; thus,

\[ \langle \psi_f | \psi_i \rangle = (-i)^2 \int_0^T \int_{t_0}^T dt_2 dt_0 \langle \psi_f | e^{-i(H_0+H_2) t_2} H_0(t_2) e^{-iH_0 t_2} | \psi_i \rangle \cdot e^{-iH_0 t_2} \]

This is the amplitude if \( H_0 \) occurs before \( H_2 \) but there is also the possibility that \( H_2 \) occurs before \( H_0 \). That case is given by

\[ (-i)^2 \int_0^T \int_{t_0}^T dt_2 dt_0 \langle \psi_f | e^{-i(H_0+H_2) t_2} H_0(t_2) H_2(t_0) e^{-iH_0 t_2} | \psi_i \rangle \cdot e^{-iH_0 t_2} \]

The total amplitude is the sum of these two amplitudes if it is not known whether \( H_0 \) will occur before \( H_2 \).
98. INTERACTION OF AN ATOM WITH AN ELECTROMAGNETIC FIELD

LAST TIME WE LEARNED HOW THE HAMILTONIAN OF A SYSTEM COULD BE BROKEN INTO TWO PARTS - ONE EASY PIECE, $H_0$, AND ANOTHER PIECE, $H_1$, WHICH IS A MORE COMPLICATED FUNCTION OF TIME DESCRIBING THE INTERACTION BETWEEN THE PARTS OF THE SYSTEM. THE RULE WHICH WE DEVELOPED WAS THAT THE AMPLITUDE TO SCATTER IN TIME $dt$ IS PROPORTIONAL TO $-i[H_1(t), \psi]dt$. THIS REPRESENTS AN EXTRA PIECE OF THE ANSWER WHICH IS A CORRECTION TO THE $H_0$ PIECE WHICH IS FOR NON-INTERACTING PARTS. THE TRANSITION OF A SYSTEM FROM SOME INITIAL STATE $\psi_i$ TO SOME FINAL STATE $\psi_f$ WAS DESCRIBABLE BY THE APPROXIMATIONS:

1st order $\langle \psi_f | e^{-iH_0T} | \psi_i \rangle$

2nd order $\langle \psi_f | e^{-iH_0(T-t)} (-i\hbar H_1(t)dt) e^{-iH_0t} | \psi_i \rangle$

The 1st order term is the amplitude to go from $i$ to $f$ without any interaction in time $T$. The second order term corrects the result for a scattering which occurs at time $t$ in transit from $i$ to $f$. The complete answer must include the possibility that the scattering can occur anywhere between $i$ and $f$, or between $0 \leq t \leq T$. The answer is then

$\langle \psi_f | \psi_i \rangle = \langle \psi_f | e^{-iH_0T} | \psi_i \rangle + \int_0^T e^{-iH_0(T-t)} (-i\hbar H_1(t)dt) e^{-iH_0t} | \psi_i \rangle$

We would like to apply this result to solve some problems which only require the first order correction term. Later we'll get more complicated and correct to second order scattering.

The problem we will consider is an ATOM IN AN ELECTRIC FIELD $\mathcal{E}$. $\mathcal{E}$ IS SINUSOIDALLY VARYING AT FREQUENCY $\omega$ AND IS THEREFORE DESCRIBABLE BY A VECTOR POTENTIAL $\vec{A}$, WHERE $\frac{\partial \vec{A}}{\partial t} = \mathcal{E}$.

$\vec{A} = 2A_0 \cos \omega t$, $A_0 = \frac{\mathcal{E}}{\omega}$

We will first consider a frequency sufficiently low that the wavelength is long relative to the atomic dimension; thus we don't have to worry about variations of $\vec{A}$ across the atom.
To begin the problem it is assumed that somehow we know the energy states of the atom in the absence of the external field. In principal we can in fact calculate the energy states of an unperturbed atom but it is quite difficult as we have pointed out earlier. Consider chromium, for instance, with 24 electrons. This is a very complicated structure which requires many independent variables: 3 for each electron and 3 for the nucleus or 75 total. But nevertheless we assume $H_0$ is solved and all the eigenfunctions $\phi_n$ have been worked out so that

$$H_0 \phi_n = E_n \phi_n$$

is known. The $\phi_n$'s then describe the behavior of all the electrons within the atom itself. Now we want to know what happens when the $E$-field is present and how $H_0$ changes. For the level of accuracy here we will consider the change to $H_0$ is proportional to $E$. There is no point in going to second order $E$ terms since we are only concerned with first order variations in $H_0$. This is a key point in simplifying the work tremendously so I suggest you get used to making these approximations yourselves.

We now must write the Hamiltonian for the system. We know that $H = p^2/2m$ is not the complete Hamiltonian when an electric field is present. The correct Hamiltonian for a particle in a vector potential $\vec{A}$ is

$$H = \frac{(\vec{p} - \frac{e}{c} \vec{A})^2}{2m} = \frac{1}{2m} \left( -\frac{\hbar}{i} \vec{V} - \frac{e}{c} \vec{A} \right) \cdot \left( -\frac{\hbar}{i} \vec{V} - \frac{e}{c} \vec{A} \right)$$

This Hamiltonian then works on $\psi$ to produce the energy states of the system. Expanding out $H\psi$ we have that

$$H\psi = \frac{1}{2m} \left( -\frac{\hbar}{i} \vec{V} \right)^2 \psi + \frac{1}{2m} \left[ \frac{\hbar e}{i c} \vec{V} \cdot \vec{A} \psi \right] + \frac{1}{2m} \left[ \frac{\hbar e}{c} \vec{A} \cdot \vec{V} \psi \right] + \frac{1}{2m} \left( \frac{e^2}{c^2} \right) (\vec{A} \cdot \vec{A}) \psi$$
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I should point out here, before I continue, if the particle (atom, molecule, etc.) is made up of a lot of electrons, we must keep track of them all in the Hamiltonian, i.e.,

$$H_0 = \sum_j \frac{\mathbf{p}_j^2}{2m_j} + \sum_{j<k} V(\mathbf{r}_{jk})$$

where $V(\mathbf{r}_{jk})$ is the interaction potential between the $j$ and $k$ particles. The total Hamiltonian is

$$H = \sum_j \frac{\mathbf{p}_j^2}{2m_j} + \sum_{j<k} \frac{\mathbf{P}_j \cdot \mathbf{A}(x_j, y_j, z_j)}{2m_j} + \sum_{j<k} V(\mathbf{r}_{jk})$$

The vector potential must be evaluated at each of the $j$th particle.

Now we notice in the expanded form of $H$ three terms coming in which involve $\mathbf{A}$. These are the extra pieces which change our results from the case of no external field, i.e., the $H_0$ piece which is $-\hbar^2 \nabla^2 \psi$. Since $H_0(\psi)$ lacks physical interpretation we will simply compute it by taking the difference between $H$ and $H_0$. In other words

$$H_1(\psi) = H - H_0$$

$$H_1(\psi) = \sum_j \frac{\mathbf{p}_j^2}{2m_j} + \sum_{j<k} \frac{\mathbf{P}_j \cdot \mathbf{A}(x_j, y_j, z_j)}{2m_j} + \sum_{j<k} V(\mathbf{r}_{jk})$$

If we take the freedom to select the gauge transformation $\nabla \cdot \mathbf{A} = 0$ (i.e., the plane wave is assumed transverse) then

Proof:

$$\nabla \cdot (\mathbf{A} \psi) = (\mathbf{A} \cdot \nabla) \psi$$

$$(\nabla \cdot \mathbf{A}) \psi + \mathbf{A} \cdot \nabla \psi = \mathbf{A} \cdot \nabla \psi$$

If we choose a different gauge we must include a scalar potential $\chi$ in the Hamiltonian.

One other point we agree that $A_\psi$ is a small potential and that terms in $A_\psi^2$ can be ignored since we are not computing terms in $H_0^2$. Therefore we have that

$$H_1(\psi) = \sum_j \frac{\mathbf{p}_j \cdot \mathbf{A}}{m_j c}$$
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Since we have chosen a gauge which makes \( \mathbf{A} \) transverse we will define the direction of \( \mathbf{A}_0 \) to be the \( x \) direction such that
\[
\mathbf{A} = A_0 \mathbf{e}_x = 2A_0 x \cos \omega t
\]
Then the operator
\[
\mathbf{\hat{P}} = \frac{\hbar}{i} \frac{\partial}{\partial x}^3
\]
I would like to define a new operator \( \mathbf{\hat{J}} x = e_i \mathbf{P} x \) which is not to be considered a current in the classical \( m/c \) sense but rather a true operator working on \( \psi \).

Now we are ready to go to work. First we will take the zero order term which describes the behavior of the system with no external field. Of course, we know the answer already,
\[
\langle \psi_f | e^{-i \mathbf{H}_0 t} | \psi_i \rangle
\]
Consider the system initially in state \( n \) and suppose we want to know what amplitude it will be found in state \( m \) at time \( T \). Then
\[
\langle \phi_m | \phi_n \rangle = \langle \phi_m | e^{-i \mathbf{H}_0 t} | \phi_n \rangle
\]
but we know what \( e^{-i \mathbf{H}_0 t} | \phi_n \rangle \) is. It is just \( e^{-i \omega n T} | \phi_n \rangle \) and therefore our answer is
\[
e^{-i \omega n T} \langle \phi_m | \phi_n \rangle
\]
Generally we want the transition to occur between two eigenstates which implies by orthogonality that
\[
\langle \phi_m | \phi_n \rangle = 0
\]
If the states are not degenerate, the whole physical problem thus reduces to evaluating the second order term which we will now do.
TRANSITION AMPLITUDE

The amplitude to go from state $n$ to state $m$ in

The presence of a scattering potential is

$$S_{mn} = \int_0^T <q_m| e^{-iH_0(t-t')} e^{-iH(t)} e^{i\frac{\epsilon m}{\hbar}} |q_n> dt$$

We can start to evaluate the integral by letting $e^{-iH_0}$

work on the states $|q_m>$ and $|q_n>$.

$$e^{-iH_0} |q_n> = e^{-i\epsilon m} |q_n>$$

$$<q_m| e^{iH_0(t-t')} = <q_m| e^{i\epsilon m(t-t')}$$

The last expression coming from the Hermitian property of $q_m$.

Also $e^{-i\epsilon m t}$ can be brought outside the integral since it

is constant with time, therefore we have simplified the integral to:

$$S_{mn} = \frac{i}{\hbar} e^{-i\epsilon m} \int_0^T dt e^{i\frac{\epsilon m}{\hbar} (\epsilon m - \epsilon n) t} <q_m| H_1 |q_n>$$

The probability to make a transition between $n$ and $m$ is

thus proportional to the square of the matrix element $<q_m| H_1 |q_n>$ which must be integrated. The constant phase factor $e^{-i\epsilon m t}$

goes out in the square.

$$P(n \rightarrow m) \propto |S_{mn}|^2 = \frac{1}{\hbar} \int_0^T dt e^{i\frac{\epsilon m}{\hbar} (\epsilon m - \epsilon n) t} <q_m| H_1 |q_n>$$

What this result says physically is that probability to make

a transition between two states depends on the amount of

$H_1(t)$ Fourier component contained in the frequency range

as defined by the difference between the energy levels,

$$\omega_{mn} = \frac{\epsilon m - \epsilon n}{\hbar}$$

If $H_1(t)$ has a large frequency component corresponding
to transition frequency then the perturbation or scattering is

likewise strong. Another way to think of this phenomena

is to draw an analogy with the power density of $H_1$ in the

appropriate frequency range, that is the whole story of transition

amplitudes and it is quite pretty and simple; it should be

learned by the students earlier than it is taught since all of

classical physics stems from the concept.
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WE SHOULD NOW SPECIALIZE THE ANALYSIS TO THE PROBLEM
WE WISH TO SOLVE BY PUTTING IN OUR EXPRESSION FOR $H_1$
$$H_1 = 2 \int x A_0 \cos \omega t$$
IF WE PUT THIS INTO $S_{mn}$ WE CAN BRING OUT OF THE INTEGRAL
THE TIME INDEPENDENT MATRIX ELEMENT $\langle \Phi_m | \int x | \Phi_n \rangle$ AND GET
$$S_{mn} = -i \frac{\hbar}{\pi} e^{-i E_m t} \langle \Phi_m | \int x | \Phi_n \rangle \int_0^T dt \ e^{-i (E_m - E_n) t} 2 A_0 \cos \omega t$$
IN ORDER TO GET AN ANSWER WE WILL SUBSTITUTE FOR $\cos \omega t$
$$\cos \omega t = \frac{1}{2}(e^{i \omega t} + e^{-i \omega t})$$
AND STREAMLINE THE NOTATION BY LETTING $(\int x)_{mn} = \langle \Phi_m | \int x | \Phi_n \rangle$.
THE EXPRESSION FOR $S_{mn}$ THEN BECOMES INTEGRABLE
$$S_{mn} = -i \frac{\hbar}{\pi} e^{-i E_m T} (\int x)_{mn} \int_0^T A_0 \left[ e^{i (E_m - E_n + \omega) t} + e^{-i (E_m - E_n - \omega) t} \right] dt$$
IF WE INTEGRATE AND CONSIDER $A_0$ CONSTANT
$$S_{mn} = -i \frac{\hbar}{\pi} e^{-i E_m T} (\int x)_{mn} \left[ A_0 \frac{\hbar}{(E_m - E_n + \omega)} - i \frac{\hbar}{(E_m - E_n - \omega)} \right]$$
The matrix element $(\int x)_{mn}$ is a complex number which
HAS TO BE WORKED OUT FOR EACH PROBLEM TO BE SOLVE. FOR NOW
WE WILL LEAVE IT JUST AS A MATRIX ELEMENT AND ASSUME IT
CAN BE CALCULATED.

BY EXAMINING $S_{mn}$ YOU SEE THAT IF $A_0$ IS WEAK YOU WON'T
GET MUCH AMPLITUDE TO SCATTER. UNLESS, HOWEVER, THE DENOMINATORS
GET QUITE SMALL. FOR SUCH A CASE $S_{mn}$ CAN GET BIG EVEN IF
$A_0$ IS WEAK BY HAVING THE DENOMINATOR GET CLOSE TO ZERO. IF
THE EXTERNAL FIELD IS FLUCTUATING AT FREQUENCY $\omega$ AND IT TURNS
OUT THAT
$$\omega = \pm \frac{E_m - E_n}{\hbar} = \pm \omega_{mn}$$
THEN THE ATOM IS EXCITED AT ITS RESONANT TRANSITION FREQUENCY
BETWEEN STATE $n$ AND $m$, AND THE SYSTEM REALLY RUNS UP OR DOWN
DEPENDING UPON THE SIGN OF THE ENERGY DIFFERENCE. IF $E_m > E_n$
AND WE ASK WHAT IS THE TRANSITION AMPLITUDE TO GO FROM $n$ TO $m$,
WE ARE CONSIDERING RESONANT ABSORPTION. WHILE FOR $E_m < E_n$ WE
DRIVE THE SYSTEM DOWN AND HAVE RESONANT EMISSION.
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Notice also from the form of the terms in the bracket either one or the other term is important. If $w = -w_mn$ the first term is important while the second term just sits there rapidly oscillating never contributing much to the emission process. For that reason we will forget the second term by limiting ourselves to the case for emission. It simplifies the calculation so you don't get lost.

The answer is now at hand for we want the square of $s_{mn}$ to get the probability that the system will make the transition of interest.

$$P(n \rightarrow m) = \frac{1}{|s_{mn}|^2} \left| \left( \frac{d}{dk} \right)_{mn} \right|^2 |A_0|^2 \left[ \frac{e^{i(w-w_mn)T}}{w-w_mn} - 1 \right]^2$$

The squared bracket can be expanded out and simplified to give the answer

$$P(n \rightarrow m) = \frac{1}{\hbar^2} \left| \left( \frac{d}{dk} \right)_{mn} \right|^2 |A_0|^2 \frac{4 \sin^2 \left( \frac{w-w_mn}{2} \right)}{(w-w_mn)^2}$$

The expression $\frac{4 \sin^2 \left( \frac{w-w_mn}{2} \right)}{(w-w_mn)^2}$ is very large when resonance is approached, i.e., near $w = w_mn$. The probability is proportional to $T^2$. The sharp resonance which demonstrates this $T^2$ dependence is in practice is very difficult to duplicate in the lab. Problems involving turning on $A_0$ and turning it off introduce other frequency components which degenerate the spike of the resonance. The probability distribution depends on the function $\sin^2x$ a little less strongly than indicated when an average $x^2$ over the a limited frequency range is performed. The actual averaged dependence is proportional to $\delta \left( w - w_mn \right) T$

$$\int_{-\infty}^{\infty} \frac{\sin^2 x}{x^2} dx = 2 \pi \delta \left( w - w_mn \right)$$

$$x = \frac{(w - w_mn)T}{2}$$
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The bumpy character of the transition probability is quite similar to the diffraction pattern from a slit. The bumpy character can be observed if all the aspects of the experiment are tightly controlled. Practically the bumpyness is lost and the curve dies off as the average of the sinusoidally damped curve.

Since As in practice has 60 frequency components other than the resonant frequency it is necessary to integrate over the expected frequency range or bandwidth. If we think in terms of the mean value of As to be analogous to the power contained in the field then

\[ \frac{A_s^2}{\hbar} = \text{Power} (\omega) \]

And,

\[ \mathcal{P}(n \rightarrow m) = \int \frac{2|\langle \phi_x \rangle_{mn}|^2}{\hbar} p(\omega) \delta(\omega - \omega_{mn}) \, d\omega \]

Which is quickly integrated to get

\[ \mathcal{P}(n \rightarrow m) = \frac{2\pi}{\hbar} |\langle \phi_x \rangle_{mn}|^2 p(\omega_{mn}) \]

The probability per unit time becomes proportional to the intensity or power of the field which is concentrated at frequency \( \omega_{mn} \). The proportionality constant depends on the complex matrix elements which in turn depends on the internal structure of the atom. \( |\langle \phi_x \rangle_{mn}| \) has the property of a hermitian operator such that

\[ \langle \phi_x \rangle_{mn} = \langle \phi_x \rangle_{nm} \]

Which tells us that the odds of driving the system up are just as good as driving us down.

If the transition occurs into a continuum of energy states or at least extremely closely spaced states, then we must sum over the density of states \( \rho(\varepsilon) \) or else integrate.

\[ \sum_{m=1}^{\infty} \mathcal{P}(n \rightarrow m) = \sum_{m=1}^{\infty} \frac{2\pi}{\hbar} |\langle \phi_x \rangle_{mn}|^2 \delta(\omega - \omega_{mn}) |A_s|^2 \]
If we have the atom being illuminated with a light which is not monochromatic then the power or intensity \( I(w) \) at frequency \( \omega_{mn} \) produces the probability per second of

\[
\frac{\Omega(n \to m)}{\text{sec}} = \frac{2\pi}{\hbar} \left| \langle \delta x \rangle_{mn} \right|^2 \frac{I(\omega_{mn})}{(\omega_{mn})^2} = \frac{2\pi}{\hbar} \left| \frac{\langle \delta x \rangle_{mn}}{\omega_{mn}} \right|^2 I(\omega_{mn})
\]

The strength of the transition, \( \frac{\eta}{\omega} \), is sometimes called the dipole matrix element.

Since the transition probability is proportional to the time the result becomes large only for a narrow bandwidth of frequencies centered at \( \omega_{mn} \). The bandwidth \( \Delta \omega \) is on the order of \( \frac{1}{T} \). Thus, the longer you wait the closer you must excite the atom at resonance. One additional comment the total proportionality constant \( \frac{2\pi}{\hbar} \left| \langle \delta x \rangle_{mn} \right|^2 \) is sometimes called the Einstein transition element.
39. COULOMB EXCITATION

Last time we ended up talking about making transitions in a continuum of energy states. We saw that it was necessary to sum over all possible states in the continuum since it is meaningless to talk about a transition to one state in the continuum. The result we obtained then was

\[ \sum_{m} \frac{\rho(c \rightarrow m)}{\text{sec}} = \sum_{m} \frac{z_{f} |A_{mn}|^2 \delta(E_{m} - E_{n} - \hbar \omega)}{\hbar} \]

where \( A_{mn} \) is the matrix element of \( \mathbf{H} = z \mathbf{A} \cos \omega t \); it is the vector potential. If we can assume the continuum is describable by a density function \( \rho(E) \) then we can integrate over all states \( E_{m} \)

\[ \sum_{m} \frac{\rho(c \rightarrow m)}{\text{sec}} = \int \frac{z_{f} |A_{mn}|^2 \delta(E_{m} - E_{n} - \hbar \omega) \rho(E)}{\hbar} \, dE = \frac{2 \pi}{\hbar} |A_{mn}|^2 \rho(E) \]

where \( E = E_{n} + \hbar \omega \). This then is the probability per unit time to make a transition to some arbitrary state in the continuum.

ATOMIC IONIZATION

I'd like to work out a problem in which the perturbing potential \( \mathbf{H} \) is not a function of time. In this special case the probability to make a transition per second is just

\[ \frac{\rho(c \rightarrow m)}{\text{sec}} = \frac{2 \pi}{\hbar} |(H.)_{mn}|^2 \delta(E_{m} - E_{n}) \]

The problem involves a highly excited atom \( A \) and another atom \( B \) which is nearby and we want to know with what probability the excited atom induces ionization in the other. The Hamiltonian of the system is just

\[ \mathbf{H} = \mathbf{H}_{0} + \frac{e^{2}}{r_{ab}} \]

where \( \mathbf{H}_{0} = \mathbf{H}_{A} + \mathbf{H}_{B} \). The sum of the Hamiltonians of the non-interacting atom. The Coulomb potential is a function of the electron separation distance only and does not depend on time.
Initially atom B is in the ground state describable by the wave function \( \phi_B \). Atom A is in the excited state \( \phi_A \). Therefore the initial wave function of the system \( \phi_i \) is

\[
\phi_i = \phi_B \phi_A
\]

The final state finds atom B ionized with its electron moving with momentum \( \vec{k} \) while atom A has fallen to its ground state \( \phi_b \). Therefore the final state \( \phi_f \) of the system is

\[
\phi_f = \phi_b \phi_A
\]

The respective energy states initially and finally are

\[
E_i = E_B + E_A
\]

And

\[
E_f = E_b + E_A
\]

All we have to do to finish the problem is to compute the integral

\[
\int \langle \phi_i | H | \phi_f \rangle \, d\text{vol} = \int \phi_i^* \phi_f \, d\text{vol}
\]

The probability to make the transition is just

\[
P(\phi_i \rightarrow \phi_f) = \int 2\pi \, | H |^2 \delta(E_k + E_b + E_A - E_b - E_A) \rho(E_k) \, dE_k
\]

where we integrate over all possible momentum values.

To work out the integral we know that the electron in a continuum has a wave function proportional to \( e^{ik \cdot r} \). Thus \( \phi_A \propto e^{ik \cdot r} \), i.e., the electron is free. The integration is taken over all possible momentums so that

\[
\rho(E_k) \, dE_k \rightarrow \frac{d^3k}{(2\pi)^3}
\]

And the integration is now in \( k \)-space which is easier to work with. For the moment we are going to average \( H_i \) over all directions of \( k \) and take it out of the integral.
We now have,

\[ Q_{m \rightarrow n} = \frac{2 \pi}{\hbar} \left| (H_i)_{mn} \right|^2 \int \delta \left( \frac{k^2}{2m} + E_b^A - E_b^A - E_F^A \right) \frac{d^3k}{(2\pi)^3} \]

Let's define \( E_b^A - E_b^A - E_F^A \) as \(-W\) since it is the excess energy required over the ionization level; \( E_b^A \) is defined here from the ionization point so it is a negative energy. If we consider the \( k \)-space to be spherically symmetric then

\[ Q_{m \rightarrow n} = \frac{2 \pi}{\hbar} \left| H_{ii} \right|^2 \int \frac{4 \pi k^2}{(2\pi)^3} \delta \left( \frac{k^2}{2m} - W \right) dk \]

To explicitly evaluate the integral we have to use the property of a delta function that

\[ \delta (f(x)) \, dx = \frac{1}{|f'(x)|} \]

Performing the differentiation and simplifying we have

\[ Q_{m \rightarrow n} = \frac{2 \pi}{\hbar} \frac{|H_{ii}|^2}{k} \]

where \( k = \sqrt{2mW} \). That's the final result except for the fact that we never evaluated \( H_{ii} \). Usually it is too difficult to make an explicit evaluation but sometimes it is possible to make an approximation.

If the atoms are far apart we can approximate the electron separation distance \( R_{ab} \) by

\[ R_{ab} = R_{AB} - \overrightarrow{R_a} \cdot \overrightarrow{R_{AB}} + \overrightarrow{R_b} \cdot \overrightarrow{R_{AB}} \]

where \( \overrightarrow{R_{AB}} \) is the distance between the two nuclei and \( \overrightarrow{R_a} \) and \( \overrightarrow{R_b} \) are the electron's location relative to their respective nuclei. Thus we have

\[ \frac{1}{R_{ab}} = \frac{1}{R_{AB}} + \frac{1}{3} \left( \frac{1}{R_{a} \cdot \overrightarrow{R}_{AB}} + \frac{1}{R_{b} \cdot \overrightarrow{R}_{AB}} \right) \]

Therefore

\[ \langle \Phi_m | H_i | \Phi_n \rangle = \int \Phi_m^A \Phi_n^B e^2 \left[ \frac{1}{R_{AB}} + \frac{1}{3} \left( \frac{1}{R_{a} \cdot \overrightarrow{R}_{AB}} - \frac{1}{R_{b} \cdot \overrightarrow{R}_{AB}} \right) \right] \Phi_m^A \Phi_n^B \, d^3R_a \, d^3R_b \]
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If we integrate out the first term, we find that it is zero. This is a consequence of the integration over \( d^3 \alpha \), i.e.,

\[
\frac{1}{R_{ab}} \int \hat{\Phi}^a \hat{\Phi}^a_0 d^3 \alpha = 0
\]

because \( \hat{\Phi}^a_0 \) and \( \hat{\Phi}^a \) are orthogonal eigenfunctions as we constructed the problem. The second term

\[
\int \int \hat{\Phi}^a_0(b) \hat{\Phi}^a_0(b) \left( \frac{\overrightarrow{\alpha} \cdot \overrightarrow{R_{ab}}}{R^3_{ab}} \right) \hat{\Phi}^a_0(b) \hat{\Phi}^a(b) d^3 \alpha d^3 \beta
\]

again produces 0 when integrating over \( d^3 \beta \) because the function \( \overrightarrow{\alpha} \cdot \overrightarrow{R_{ab}}/R^3_{ab} \) does not depend on \( \overrightarrow{\beta} \). By a similar approach the third term \( \alpha (-\overrightarrow{\beta} \cdot \overrightarrow{R_{ab}}/R^3_{ab}) \) when integrated over \( d^3 \alpha \) gives zero. So the answer is nothing! No not quite. Obviously our approximation is not good enough so we have to go to second order expansions of \( Y_{ab} \). Expanding to third order we have

\[
\frac{1}{R_{ab}} = \frac{1}{R_{ab}} + \frac{1}{R_{ab}^2} \left( \frac{\overrightarrow{u}_a \cdot \overrightarrow{R_{ab}} - \overrightarrow{u}_a \cdot \overrightarrow{R_{ab}}}{R_{ab}} \right) + \frac{x_a x_b + y_a y_b - 2 z_a z_b}{R_{ab}^3}
\]

For the first new term

\[
\int \int \hat{\Phi}^a_0(a) \hat{\Phi}^a(b) e^{x_a x_b} \hat{\Phi}^a_0(b) \hat{\Phi}^a_0(b) d^3 \alpha d^3 \beta
\]

to evaluate this integral we'll separate it in the following way

\[
(H)_{mn} = \frac{1}{R_{ab}} \left[ \int \hat{\Phi}^a_0(a) e^{x_a} \hat{\Phi}^a_0(a) d^3 \alpha \int \hat{\Phi}^a_0(b) e^{x_b} \hat{\Phi}^a_0(b) d^3 \beta \right]
\]

The bracketed quantities are known as the electric dipole matrix elements

\[
\int \hat{\Phi}^a_0(a) e^{x_a} \hat{\Phi}^a_0(a) d^3 \alpha = (e x_{P_e})^a
\]

\[
\int \hat{\Phi}^a_0(b) e^{x_b} \hat{\Phi}^a_0(b) d^3 \beta = (e x_{P_e})^0
\]

The other directions \( y \) and \( z \) produce similar dipole terms which can be averaged over all directions to produce an average dipole matrix element. So our final result is

\[
\frac{\Phi (m \rightarrow n)}{sec} = \frac{1}{R_{ab}} \left| x^a_1 \right|^2 \left| x^b_1 \right|^2 m \mu
\]
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If we continued this problem a little further by complicating the interaction we can consider what happens if the two atoms are in motion relative to each other. We want the probability to make a transition as the excited atom flies by. The Hamiltonian of the system as viewed from the center of mass is

$$H = H_0 + \frac{P_a^2}{2Ma} + \frac{P_b^2}{2Mb} + \frac{e^2}{|Ra + R_a - (2b + R_b)|} + H_1$$

The initial state of the system has a wave function and energy of

$$\phi_{in} = e^{ik_p \cdot R_b} \phi_a(R_a) e^{ik_0 \cdot R_a} \phi_b(R_b)$$

$$E_{in} = \frac{P_a^2}{2Ma} + \frac{P_b^2}{2Mb} + E_a + E_b$$

$k_p$ and $k_0$ denote the momentum of the atom $a$ and $b$ while $P_a = ik^0\cdot k_p$ and $P_b = ik^0\cdot k_0$. In the final state

$$\phi_{in} = e^{ik_b \cdot R_b} \phi_{b}(R_a) e^{ik_a \cdot R_a} \phi_{a}(R_b)$$

$$E_{in} = \frac{P_b^2}{2Mb} + \frac{P_a^2}{2Ma} + E_a + E_b$$

In this interaction it is possible to separate the translational motion of the center of mass from the internal motions of the atoms so that

$$(H_{in}) = \int e^{ik_p \cdot R_b} e^{ik_a \cdot R_a} \phi_a(R_a) \phi_b(R_b) e^{ik_0 \cdot R_b} e^{ik_0 \cdot R_a} d^3R_a d^3R_b$$
40. TRANSITION RATES AND SCATTERING THEORY

I'd like to return to the problem that I started last time since I didn't get it finished. I was discussing, what turns out to be, a complicated interaction. I had two particles colliding and in the process of scattering they exchange energy so one atom is no longer ionized or excited while the other atom becomes ionized. Because I didn't get far I'll start all over again.

I have two atoms A and B coming towards each other. Atom A has momentum \( \vec{P}_A \) while being in an excited state \( \tilde{\alpha} \). After the collision it has momentum \( \vec{P}'_A \) while making a transition to the ground state. Atom B, coming towards A at momentum \( \vec{P}_B \), collides with A and scatters off with momentum \( \vec{P}'_B \) and in an ionized state. Diagramatically we have the following process,

\[
\text{Atom A} \quad \vec{P}_A \quad \text{INTERACTING FIELD} \quad \vec{P}_B \quad \text{Atom B}
\]

\[
\text{STATE } \tilde{\alpha} \quad \vec{P}'_A \quad \text{STATE } \tilde{\beta}
\]

To summarize, then the conditions of the problem:

<table>
<thead>
<tr>
<th>ATOM</th>
<th>STATE</th>
<th>MOMENTUM</th>
<th>ENERGY</th>
</tr>
</thead>
<tbody>
<tr>
<td>INITIAL CONDITIONS</td>
<td>A</td>
<td>( \tilde{\alpha} )</td>
<td>( \vec{P}_A )</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>( \tilde{\beta} )</td>
<td>( \vec{P}_B )</td>
</tr>
<tr>
<td>FINAL CONDITIONS</td>
<td>A</td>
<td>( \alpha )</td>
<td>( \vec{P}'_A )</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>( \tilde{\beta} )</td>
<td>( \vec{P}'_B )</td>
</tr>
</tbody>
</table>
IN ORDER TO SIMPLIFY THE PROBLEM INITIALLY I WILL NOT
CONSIDER ANY INTERNAL EXCITATIONS OF THE NUCLEI. THEREFORE,
I WILL LIMIT MY DISCUSSION HERE TO THE PHENOMENA OF
ELASTIC SCATTERING. THE INELASTIC CASE IS STRAIGHT FORWARD
BUT IT GETS’ MESSY DRAGGING ALONG ALL THE TERMS. IT’LL BE
HARD ENOUGH KEEPING THE ELASTIC CASE STRAIGHT.

THE ANSWER TO THE PROBLEM IS CONTAINED IN THE GENERAL
FORMULA,

\[
\frac{\langle \psi' \rangle \text{TRANSITION RATE}}{\Delta t} = \frac{2\pi}{\hbar} |H_{fi}|^2 \delta(\epsilon_f - \epsilon_i)
\]

ALL WE HAVE TO DO IS EVALUATE THIS SIMPLE EXPRESSION! IN ORDER
TO EVALUATE THE EQUATION WE NEED THE INITIAL WAVE FUNCTION
OF THE SYSTEM. TO WRITE THE INITIAL WAVE FUNCTION I WILL MAKE
USE OF THE THEOREM THAT THE INTERNAL MOTION OF THE ATOM
CAN BE SEPARATED FROM ITS CENTER OF MASS MOTION. THIS IS SUCH A USEFUL CONCEPT TO KNOW THAT I'D LIKE TO PROVE
IT TO YOU.

SEPARABILITY OF INTERNAL AND CENTER OF MASS MOTIONS

Consider a two particle system with a Hamiltonian

\[
H = \frac{1}{2m_1} \nabla_{\vec{r}_1}^2 + \frac{1}{2m_2} \nabla_{\vec{r}_2}^2 + V(\vec{r}_1, -\vec{r}_2, 1)
\]

Because I'M LAZY AND BECAUSE OF THE SYMMETRY
OF THE PROBLEM I'M ONLY GOING TO WORK WITH
THE X-COMPONENTS, AND LATER ADD IN THE y
AND z - TERMS.

I CAN FIRST DEFINE, IN THE CLASSICAL SENSE,
THE X LOCATION OF THE CENTER OF MASS OF
THE SYSTEM, i.e.,

\[
\vec{X} = \frac{m_1 \vec{r}_1 + m_2 \vec{r}_2}{m_1 + m_2}
\]

I WILL CALL THE DISPLACEMENT , X1 - X2, \( \delta \) AND USE THE
FOLLOWING RELATIONSHIP FROM THE THEORY OF DIFFERENTIATION.
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If \( x_1 - x_2 = \delta \) Then
\[
\frac{\partial}{\partial x_1} \frac{\partial S}{\partial x_1} + \frac{\partial}{\partial x} \frac{\partial S}{\partial x}
\]
Where \( \bar{x} = \frac{m_1}{m_1 + m_2} x_1 + \frac{m_2}{m_1 + m_2} x_2 = \frac{m_1}{M} x_1 + \frac{m_2}{M} x_2 \)
And \( \bar{M} = m_1 + m_2 \). Then
\[
\frac{\partial}{\partial x_1} = \frac{\partial}{\partial S} + \frac{m_1}{M} \frac{\partial}{\partial x}
\]
Similarly
\[
\frac{\partial}{\partial x_2} = -\frac{\partial}{\partial S} + \frac{m_2}{M} \frac{\partial}{\partial x}
\]
In the Hamiltonian Then
\[
\frac{1}{2m_1} \nabla_{\bar{x}}^2 \rightarrow \frac{1}{2m_1} \left( \frac{\partial}{\partial x_1} \right)^2 = \frac{1}{2m_1} \left( \frac{\partial^2}{\partial S^2} + \frac{2m_1}{M} \frac{\partial}{\partial S} \frac{\partial}{\partial x} + \frac{m_1}{M^2} \frac{\partial^2}{\partial x^2} \right)
\]
\[
\frac{1}{2m_2} \nabla_{\bar{x}}^2 \rightarrow \frac{1}{2m_2} \left( \frac{\partial}{\partial x_2} \right)^2 = \frac{1}{2m_2} \left( \frac{\partial^2}{\partial S^2} - \frac{2m_2}{M} \frac{\partial}{\partial S} \frac{\partial}{\partial x} + \frac{m_2}{M^2} \frac{\partial^2}{\partial x^2} \right)
\]
And \( V(\bar{x}, \bar{y}) \rightarrow V(\bar{y}) \)

Adding up the terms and using
\( y_1 - y_2 = \eta \) and \( y_1 - y_2 = \bar{\eta} \)
\[
H = \left[ \frac{1}{2m_1} \left( \frac{m_1}{M^2} \right) + \frac{1}{2m_2} \left( \frac{m_2}{M^2} \right) \right] \left[ \frac{\partial^2}{\partial S^2} + \frac{\partial^2}{\partial Y^2} + \frac{\partial^2}{\partial Z^2} \right] + \left( \frac{1}{2m_1} + \frac{1}{2m_2} \right) \left[ \frac{\partial^2}{\partial \bar{X}^2} + \frac{\partial^2}{\partial \bar{Y}^2} + \frac{\partial^2}{\partial \bar{Z}^2} \right] + V(\bar{y})
\]
This can be reduced to the simpler form
\[
H = \frac{1}{2 \mu} \nabla_{\bar{r}}^2 + \frac{1}{2 \mu} \nabla_{\bar{r}}^2 + V(\bar{\rho})
\]
Where \( \bar{\rho} = \bar{x} \bar{y} + \eta \bar{z} + \bar{n} \bar{\bar{z}} \) is the relative coordinate between atoms and \( \mu \) is the reduced mass of the system,
\[
\mu = \frac{m_1 m_2}{m_1 + m_2}
\]
\( \bar{r} \) denotes the center of mass location and we see the Hamiltonian splits into two distinct parts
\[
H = H_{\bar{r}} + H_{\bar{\rho}}
\]
Where
\[
H_{\bar{r}} = \frac{1}{2 \mu} \nabla_{\bar{r}}^2 = \text{center of mass motion}
\]
\[
H_{\bar{\rho}} = \frac{1}{2 \mu} \nabla_{\bar{\rho}}^2 + V(\bar{\rho}) = \text{internal interaction}
\]
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The reason we were successful in splitting up the motion into two parts came from adding up the two gradient terms \( \nabla_{m_1} \) and \( \nabla_{m_2} \) which contained cross terms which were equal but opposite in sign. Therefore the motions fortunately were uncoupled.

I should point out whenever one mass, say \( m_1 \), is much greater than \( m_2 \), then the reduced mass \( \mu \) just becomes equivalent to the light mass \( m_2 \):

\[
\mu = \frac{m_1 m_2}{m_1 + m_2} = \frac{m_1 m_2}{m_1 (1 + \frac{m_2}{m_1})} = m_2 \left( 1 - \frac{m_2}{m_1} + \cdots \right) \approx m_2 \text{ if } m_2 \ll m_1.
\]

Thus in the case of hydrogen where \( m_1 = \) the neutron and \( m_2 = \) the electron \( \mu = \) mass of the electron since \( m_\text{H} = 1800 \). But the fact that the reduced mass is the exact formulation of the Hamiltonian was recognized by Rutherford in the early days of quantum mechanics so we cannot ignore it in any precise calculations. End of side note!

**Elastic Scattering Transition Rates**

Alright then, what is the wave function for the system initially and finally? We have established the fact that the Hamiltonian is separable into two parts: one corresponding to the center of mass motion, \( H_R \), and the other part describes the internal motion, \( H_\Sigma \). We know then

\[
H = H_R + H_\Sigma = \frac{E_i^2}{2m} + E_i
\]

where \( \frac{E_i^2}{2m} \) is the energy due to the moving system and \( E_i \) are the energy levels of the system. The wave function is easily established by the product of the two wave functions

\[
\psi = e^{i \mathbf{P} \cdot \mathbf{R}} \Phi_i(\mathbf{r})
\]

Here \( e^{i \mathbf{P} \cdot \mathbf{R}} \) is the wave function describing the center of mass motion and \( \Phi_i(\mathbf{r}) \) is the wave function describing the internal motion of the system.
Slowly the problem is turning into a real morass because the problem is becoming obscured by the complex notation needed to keep everything straight. So we continue by expressing everything in terms of difference of distances \( p_a, p_b, \) and \( \vec{r}_a - \vec{r}_b \). We will hold off integrating over \( p_a \) and \( p_b \) since we don't know how to nor will we be able to by making approximations; as yet we can explain the machinery of atom enough to write down the dynamical laws. It is sort of interesting; quantum mechanics is nothing more than the application of one's craftsmanship to physics, we use the concept we know but in the end we never really calculate anything—it's always beyond our knowledge.

What we want to do now is to rearrange the integral into functions of the separation distances. To do that we rework the exponential terms

\[
e^{-i p_a \cdot \vec{r}_a} e^{-i p_b \cdot \vec{r}_b} e^{i p_a' \cdot \vec{r}_a} e^{i p_b' \cdot \vec{r}_b} = e^{-i p_a' \cdot \vec{r}_a} e^{i p_a \cdot \vec{r}_a} e^{-i p_b' \cdot \vec{r}_b} e^{i p_b \cdot \vec{r}_b}
\]

we can rearrange this now

\[
e^{-i p_a' (\vec{r}_a - \vec{r}_b)} e^{-i (p_a + p_b) \cdot \vec{r}_b} e^{i p_a (\vec{r}_a - \vec{r}_b)} e^{i (p_a + p_b) \cdot \vec{r}_b}
\]

If we integrate this function over \( \vec{r}_b \) we get the interesting result that

\[
\int e^{i \left[ (\vec{p}_a + \vec{p}_b) - (\vec{p}_a' + \vec{p}_b') \right] \cdot \vec{r}_b} d\vec{r}_b = 0 \text{ if } \vec{p}_a t \vec{p}_b \neq \vec{p}_a' t \vec{p}_b' \]

which tells us that the problem will only work out if you conserve momentum during the interaction. So if you didn't make the initial statement about conserving momentum, the equations make it for you. It's interesting; you can be dumb and nature takes care of you!
WE CAN NOW WRITE THE INITIAL AND FINAL WAVE-FUNCTIONS

INITIALLY \[ \psi_i = e^{i \mathbf{p}_a \cdot \mathbf{r}_a} \varphi_a(\mathbf{r}_a) e^{i \mathbf{p}_b \cdot \mathbf{r}_b} \varphi_b(\mathbf{r}_b) \]

FINALLY \[ \psi_f = e^{i \mathbf{p}_a \cdot \mathbf{r}_a} \varphi_a(\mathbf{r}_a) e^{i \mathbf{p}_b \cdot \mathbf{r}_b} \varphi_b(\mathbf{r}_b) \]

WE NOW MUST EVALUATE THE INTEGRAL,

\[ \langle \psi_f | H_i | \psi_i \rangle = \int \psi_f^* \psi_i \, d\text{Vol.} \]

So let's write it out,

\[ \int \int \int d\mathbf{r}_a \, d\mathbf{r}_b \, d^3 \mathbf{r}_a \, d^3 \mathbf{r}_b \left[ e^{i \mathbf{p}_a \cdot \mathbf{r}_a} \varphi_a(\mathbf{r}_a) e^{i \mathbf{p}_b \cdot \mathbf{r}_b} \varphi_b(\mathbf{r}_b) V(\mathbf{r}_a, \mathbf{r}_b, \mathbf{r}_a - \mathbf{r}_b) \cdot e^{-i \mathbf{p}_a \cdot \mathbf{r}_a} \varphi_a(\mathbf{r}_a) e^{-i \mathbf{p}_b \cdot \mathbf{r}_b} \varphi_b(\mathbf{r}_b) \right] \]

This looks terribly confusing but if you follow through it you might understand it. To continue we'll have to make some approximations on the potential function \( V \). The coordinates which are significant are:

\[ \begin{align*}
\mathbf{r}_a \quad &\text{Atom a, } \mathbf{r}_a \\
\mathbf{r}_b \quad &\text{Atom b, } \mathbf{r}_b \\
\end{align*} \]

From this diagram and with some patience we can write down the appropriate potential function

\[ V = \frac{e^2}{|\mathbf{r}_{2a} - \mathbf{r}_{2b}|} - \frac{Z_a e^2}{|\mathbf{r}_{1a} - \mathbf{r}_{2b}|} - \frac{Z_b e^2}{|\mathbf{r}_{1b} - \mathbf{r}_{2a}|} + \frac{Z^2 e^2}{|\mathbf{r}_{1a} - \mathbf{r}_{1b}|} \]

Now that we have an expression for \( V \) we see that it is not in the form we want it so that we can perform the integration; we need \( V(\mathbf{r}_a, \mathbf{r}_b, \mathbf{r}_{1a} - \mathbf{r}_{2b}) \). So we have to re-express \( V \) in terms of the right variables.
TRANSITION RATE, SCATTERING CROSS-SECTION, AND ELASTIC SCATTERING

The problem has now been put into the general form which is ready to be integrated

\[ \langle \psi_f | H_{if} | \psi_i \rangle = \int e^{-i \cdot \mathbf{r}_a \cdot (\mathbf{r}_a - \mathbf{r}_b)} \phi_a \phi^*_a \phi_b \phi^*_b d\mathbf{r}_a d\mathbf{r}_b \]

subject to the constraint that \( \mathbf{P}_a \cdot \mathbf{P}_b = \mathbf{P}_f \cdot \mathbf{P}_f \). In order to go on from here it is necessary to make some approximations.

Before I go on I want to make use of the scattering cross-section which we introduced a while back. It can be shown that the cross-section is related to the transition rates by the relative collision velocity, i.e.,

\[ \frac{d\sigma}{d\epsilon} = \epsilon \sigma \]

Thus

\[ \sigma = \frac{2\pi}{\hbar} |H_{if}|^2 \epsilon (E_f - E_i) \]

Let's try to work out an easy problem with elastic scattering. By assuming unexcited internal motion we can perform the integration.

Assume then low energy elastic scattering and the atom remain in the ground state. We have now changed the problem and are no longer working with transitions of one excited state to a ground state. Thus the matrix element becomes

\[ \langle \psi_f | H_{if} | \psi_i \rangle = \left[ \int \phi^*_a(\mathbf{r}_a) \phi^*_a(\mathbf{r}_a) d^3\mathbf{r}_a \right] \epsilon \left[ \int e^{i \cdot (\mathbf{r}_a \cdot (\mathbf{r}_a - \mathbf{r}_b))} d^3\mathbf{r}_a \right] 

BECAUSE we can't do the double integral in the first brackets we'll just call it \( U(\mathbf{r}_a - \mathbf{r}_b) \), the average electrical potential. It's an average of the position of the charges within the atoms. If you assume that the charge is spherically distributed or assume some other integrable model, then you can explicitly evaluate it. Otherwise you don't worry about it and establish it through experiments.
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By the previous assumptions we now have reduced the problem considerably since now we must integrate,

\[ \langle \psi | H | \psi \rangle = \int d^3 \vec{r}_a - \vec{r}_b \ U(\vec{r}_a - \vec{r}_b) \ e^{i \ ( \vec{P}_a - \vec{P}_b) \cdot (\vec{r}_a - \vec{r}_b)} \]

By transforming to a new coordinate \( \vec{x} = \vec{r}_a - \vec{r}_b \) we can use Fourier transform theory to integrate

\[ H_f = \int d^3 \vec{x} \ U(\vec{x}) \ e^{i \ Q \ \vec{x}} \]

where \( Q = P_a - P_b \); notice that the transformed momentum \( Q \) also equals \( P_b' - P_b \) due to conservation of momentum. To show you how this integration works—let's assume that

\[ U = \frac{e^2}{\vec{z}} \]

Then

\[ H_f = \int_0^\infty e^\vec{z} d^3 \vec{z} \ e^{i \ Q \ \vec{z}} = \frac{4\pi e^2}{Q^2} \]

The scattering cross-section is then

\[ \sigma = \frac{2\pi}{\hbar \nu} \left( \frac{4\pi e^2}{Q^2} \right)^2 \delta(E_f - E_i) \]

Now we have to figure out what to do with the delta function. What we are interested in doing is summing over the density of states in a given momentum range; we can look for either \( P_a' \) or \( P_b' \). We must sum over the density of states in range \( dP_a' \), i.e.,

\[ \sigma = \frac{2\pi}{\hbar \nu} \left( \frac{16\pi e^4}{Q^4} \right) \delta(E_f - E_i) \ \int d^3 P_a' \]

The energy difference \( E_f - E_i \) can be evaluated

\[ E_f - E_i = \frac{(P_a')^2}{2m_a} + \frac{(P_b')^2}{2m_b} - \frac{(P_a)^2}{2m_a} - \frac{(P_b)^2}{2m_b} \]

Since we are summing over \( P_a' \) we must get rid of \( P_b' \) by using the conservation of momentum

\[ (P_b')^2 = (P_a + P_b - P_a')^2 \]

If we assume the integration over \( d^3 P_a' \) is spherically symmetrical the \( d^3 P_a' = 9\pi \rho(\vec{P}_a') d \vec{P}_a' \) and the integration with the delta function is straightforward
If we have the special case where \( P_b = P'_b \); i.e., the \( B \) atom comes in and leaves with the same momentum while scattering. Then

\[
Q = P_a - P'_a = 2P_a \sin \frac{\theta}{2}
\]

and

\[
\sigma = \frac{2\pi}{h^2} \frac{16\pi^4}{Q^4} \int \frac{(P'_a) dP_a dQ'}{(2\pi)^3} \delta \left( \frac{P'a^2}{2ma} - \frac{P'a}{2ma} \right)
\]

To integrate we need to use the delta function property:

\[
\delta f(x) \, dx = \frac{1}{|f'(x)|}
\]

\[
\sigma = \frac{4e^4}{\hbar \nu ma} \frac{dP_a'}{Q^4}
\]

where \( d\omega_a' \) is the element of solid angle for the scattered \( A \) particle. Since \( Q = 2P_a \sin \frac{\theta}{2} \)

\[
\sigma = \frac{1}{2} \frac{e^2}{\hbar \nu ma} \frac{d\omega_a'}{P_a^2 \sin^2 \frac{\theta}{2}}
\]

Here then is the familiar scattering law which depends on \( 1/\sin^2 \frac{\theta}{2} \) as the scattering angular dependence.
41. INTERACTION OF A RADIATION FIELD AND MATTER

SPONTANEOUS EMISSION FROM AN ATOM IN A QUANTIZED FIELD

I'd NOW LIKE TO TALK ABOUT THE FIRST REAL PROBLEM IN QUANTUM ELECTRODYNAMICS. THE PROBLEM I WANT TO WORK OUT IS TO PREDICT WITH WHAT PROBABILITY AN ATOM WILL EMIT A PHOTON, EXCIT THE RADIATION FIELD, AND EMIT "LIGHT." TO WORK THIS PROBLEM WE HAVE TO GO BEYOND THE CLASSICAL THEORY OF LIGHT SCATTERING FROM ATOM AND QUANTIZE THE RADIATION FIELD. WE SHALL CONSIDER A SINGLE ELECTRON SYSTEM, I.E., AN HYDROGEN ATOM BECAUSE THERE AREN'T TOO MANY THINGS TO KEEP TRACK OF. THIS IS ONE OF THE REAL PROBLEMS OF Q.E.D; KEEPING STRAIGHT THE NOTATION IS A MAJOR TASK. I HOPE TO MAKE THE PRESENTATION AS CLEAR AS POSSIBLE.

WE WILL CONSIDER THE ATOM TO INITIALLY BE IN A STATE OF ENERGY 61 AND SEE WHAT HAPPENS AS IT MAKES A TRANSITION TO STATE 62. THE TRANSITION WILL TAKE PLACE IN THE "DARK." BY "DARK" I MEAN THAT THE BACKGROUND RADIATION IS IN ITS GROUND STATE; I.E. THERE ARE NO PHOTONS IN ANY MODES. THE ENERGY IN EACH MODE OF THE FIELD IS THE GROUND STATE ENERGY hω/2. WE HAVE PULLED THE FIRST SLIGHT OF HAND WHICH CHARACTERIZES Q.E.D BY REDEFINING THE VACUUM STATE TO BE THE ZERO ENERGY STATE. WE DO THIS BECAUSE IF WE SUM OVER ALL MODES, THE ZERO POINT ENERGY IS INFINITE. TO MAKE THE ENERGY FINITE IT IS NECESSARY TO CUT OFF AT THE FREQUENCY RANGE IN AN ARTIFICIAL WAY. THIS IS THE FIRST SYMPTOM OF INTERNAL DIFFICULTIES WITH Q.E.D.

WE WILL TAKE THE ATOM TO BE IN AN ENORMOUS BOX WHICH CONTAINS MANY MODES OF THE RADIATION FIELD. THE BOX IS LARGE SO WE DON'T HAVE TO WORRY ABOUT REFLECTIONS FROM THE SIDES. EACH MODE IN THE FIELD WILL BE MODELLED AS A CLASSICAL HARMONIC OSCILLATOR. EACH MODE WILL BE CHARACTERIZED BY TWO INDICES, Γk AND i. Γk DENOTES THE WAVE NUMBER THE MODE WHICH IS EITHER, UP OR DOWN SO i HAS 2 VALUES ONLY. THE DISPLACEMENT OF THE ΓkTH MODE IS GIVEN BY COORDINATE GI,Γk. WE WILL FREQUENTLY BE CONCERNED
Will the number of modes per unit volume which is \( \frac{d^3 k}{(2\pi)^3} \). The coordinate \( q_{k,i} \) is important because it characterizes \( (2\pi)^3 \). The strength of the vector potential in that mode. The vector potential of the field is describable in the following form

\[
\mathbf{A} = \sum_{k, \ell, i} \mathbf{e}_i \frac{q_{k,i}}{\bar{\omega}_k} e^{ik \cdot \mathbf{x}},
\]

\( \mathbf{e}_i \) is a unit vector in the direction of the polarization of the field. The denominator \( \bar{\omega}_k \) is a normalization factor which is related to \( \bar{k} \) since \( \omega_k = c \bar{k} \). \( \mathbf{e}_i \) is orthogonal to \( \bar{k} \), i.e., \( \bar{k} \cdot \mathbf{e}_i = 0 \).

Now we have to write down the Hamiltonian of the system. There will be three parts one due to the atom by itself, the second part due to the field oscillators and the third piece is the interaction part, i.e.,

\[
H = H_{\text{Atom}} + H_{\text{oscil.}} + H_{\text{inter}}.
\]

The oscillator term can be written out in more detail as

\[
H_{\text{oscil.}} = \sum_{k, i} \frac{1}{2} \left( \bar{q}_{k,i}^2 + \omega_k^2 \bar{\mathbf{p}}_{k,i}^2 \right).
\]

It is best to change over to operator notation for working with this Hamiltonian. Recall our solution to the harmonic oscillator back on page 185. We defined the operators,

\[
\bar{q}_{k,i} = \sqrt{\frac{2}{m \omega_k}} \left( a_{k,i} + a_{k,i}^\dagger \right)
\]

and

\[
\bar{p}_{k,i} = \sqrt{\frac{2m \omega_k}{\hbar}} \left( a_{k,i}^\dagger - a_{k,i} \right).
\]

\( a \) and \( a^\dagger \) were referred to creation and annihilation operators in that they worked on the wave function of the oscillator to either raise its energy by one unit of \( \hbar \omega \) (one photon) or reduce the energy by one \( \hbar \omega \) (emit one photon). The operators are also subject to the commutator relationship

\[
[a, a^\dagger] = 1
\]
Using the operator notation just described, we can write the Hamiltonian of the oscillator as

\[ H_{osc} = \sum \hbar \omega_{k,i} \alpha_{k,i}^* \alpha_{k,i} \]

The vector potential must also be expressed in terms \( \alpha \) and \( \alpha^* \). To do that just substitute \( \psi_{k,i} \) into \( A \),

\[ A = \sum_{k,i} \left[ \frac{e^{i k \cdot x} \alpha_{k,i} e^{-i k \cdot x}}{\sqrt{\hbar \omega_{k,i}}} + \frac{e^{i k \cdot x} \alpha_{k,i}^* e^{-i k \cdot x}}{\sqrt{\hbar \omega_{k,i}}} \right] \]

The first term is the creation term while the second is the annihilation term. By we mean the \( \alpha_{k,i}^* \) will cause the field to increase from the ground state by one quantum \( \hbar \omega \) or one photon.

Now we have to think about how an electron behaves in an external field. We have already seen that with an infinitely heavy nucleus we can write the Hamiltonian for an atom in the field as

\[ H_0 = \frac{(\vec{P} - e \vec{A})^2}{2m} + V(\vec{r}) \]

The mass is the electron mass while \( \vec{P} \) is the momentum of the atom. If we expand this Hamiltonian out, we will get

\[ H_0 = \frac{\vec{P}^2}{2m} - \frac{e}{2mc} \left[ \vec{P} \cdot \vec{A} + \vec{A} \cdot \vec{P} \right] + \frac{e^2}{2mc^2} \vec{A} \cdot \vec{A} + V(\vec{r}) \]

Now we can single out the three terms in the total Hamiltonian \( H = H_{osc} + H_{atom} + H_{int} \)

\[ H_{osc} = \sum \hbar \omega_{k,i} \alpha_{k,i}^* \alpha_{k,i}, \ \text{behavior of field without an atom to interact with} \]

\[ H_{atom} = \frac{\vec{P}^2}{2m} + V(\vec{r}), \ \text{hydrogen Hamiltonian without a field to interact with} \]

\[ H_{int} = -\frac{e}{2mc} \left[ \vec{P} \cdot \vec{A} + \vec{A} \cdot \vec{P} \right] + \frac{e^2}{2mc^2} \vec{A} \cdot \vec{A}, \ \text{interaction terms between field and atom} \]

The sum of the pieces gives the total complete description of the system.
What has so far appeared to be quite simple and straightforward is, on the contrary, quite subtle. When we expressed $\tilde{A}(x)$ in terms of the field operators $\alpha$ and $\alpha^*$, we have introduced a lot of technical difficulties. Such problems as infinities crop up which have to be dealt with by tricks and magic and a lot of hand-waving. As we understand Q.E.D. today, there is only one formulation of which results from modeling the field as a series of oscillators. It is a consequence of this formulation that leads to the technical difficulties which cause us to doubt the validity of Q.E.D. We shall discuss these problems as they come up. So let's proceed and see what is in store for us.

We will begin by examining the interaction piece of the Hamiltonian which causes all the difficulty. Since we are going to restrict our problem to first order perturbation effects it is possible to discard the second order term in $\tilde{A}$, i.e. the $A^2$ term. Also if we consider the gauge $\tilde{v} \cdot \tilde{A} = 0$ then $\tilde{p} \cdot \tilde{A} = \tilde{A} \cdot \tilde{P}$ and

$$\text{Hint} = -\frac{e}{mc} \tilde{P} \cdot \tilde{A}(x)$$

$\tilde{P}$ is the momentum of electron and the vector potential is defined at the position of the electron. Now substituting for $\tilde{A}$ we have

$$\text{Hint} = -\frac{e}{mc} \sum_{k,i} \left[ \frac{(\tilde{p} \cdot \tilde{e}_k^*) e^{ik \cdot x} \alpha_{k,i} + (\tilde{p} \cdot \tilde{e}_k)}{i 2w_{k,i}} \right] \alpha_{k,i}$$

Now we are ready to compute the transition rate,

$$\frac{\text{Prob} (i \rightarrow f)}{\text{SEC}} = \frac{2\pi}{\hbar} |\text{Hint}(E_f)|^2 \delta(E_f - E_i)$$

But to evaluate this expression we must compute the matrix element $\langle \Psi_f | \text{Hint} | \Psi_i \rangle$ and then square it to get the probability. Okay, we need to describe the $w$ initial and final wave function of the system.
The initial wave function is given as

\[ \psi_i = |A_1; 0,0,0,0,0,0,0> \]

In words this says that the atom is in state 1 (an excited state) while the field is in the ground state thus all the zeroes (an infinite number of them) describe the energy content of each mode. The final state of the system is

\[ \psi_f = |A_0; 0,0,0,1,0,0,0> \]

This says the atom is now in its ground state while the field has one mode which has absorbed one photon of energy - the energy the atom lost. We'll characterize the excited mode as \( k = l \) and \( \epsilon = j \). The energy states of the system are given as

<table>
<thead>
<tr>
<th>Condition</th>
<th>Energy</th>
<th>Atom</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initially</td>
<td>( E_i ) = ( E_l + 0 )</td>
<td>( E_l = 0 )</td>
<td>( E_0 + \hbar \omega )</td>
</tr>
<tr>
<td>Finally</td>
<td>( E_f ) = ( E_0 + \hbar \omega )</td>
<td>( \epsilon = \hbar \omega )</td>
<td></td>
</tr>
</tbody>
</table>

Let's write out \( \psi_i \) and \( \psi_f \) in terms of the product of wave functions.

To help clarify the meaning of the Dirac notation as used above.

\[ \psi_i = |A_1; 0,0,0,0,0,0> = \Phi_1(x_1) \Phi_0(x_2) \Phi_0(x_3) \Phi_0(x_4) \Phi_0(x_5) \Phi_0(x_6) \Phi_0(x_7) \]

\( \Phi_1(x_1) \) is the wave function of the atom in the first excited state.

The mathematical expression of \( \Phi_1(x_1) \) is \( x \) times a Gaussian distribution.

The wave function of the \( k^{th} \) mode of the field is given by a Gaussian distribution since it is in the ground state (all modes have Gaussian distributions initially therefore \( \Phi_0(x_2, n) \sim e^{-\frac{1}{2} \hbar \omega x^2} \)). In the final state the system wave function is given by

\[ \psi_f = |A_0; 0,0,0,1,0,0,0> = \Phi_0(x_1) \Phi_0(x_2) \Phi_0(x_3) \Phi_0(x_4) \Phi_0(x_5) \Phi_0(x_6) \Phi_0(x_7) \]

Here the atom has a wave function \( \Phi_0(x_1) \) which is a Gaussian since it is in the ground state. The field now has one mode which is excited, call it the \( \epsilon = \hbar \omega \) mode which has a wave function \( \Phi_1(x_2, \hbar \omega) \). With this information we can try to compute the rate of transition with the information available to us.
The matrix element must be worked out, i.e.,

\[
(H_{\text{MF}})_{ik} = \langle A_0; 0,0,1,\ldots,0,0 | H_{\text{MF}} | A_1; 0,0,0,\ldots,0 \rangle
\]

Now substitute \( H_{\text{MF}} \) into this expression,

\[
(H_{\text{MF}})_{ik} = -e \sum_{\omega_{k,i}} \langle A_0; 0,0,1,\ldots,0,0 | (\bar{F} \cdot \bar{E}_{k,i}) e^{-i \bar{E}_{k,i} \bar{T}} a_{k,i} | A_1; 0,0,0,\ldots,0 \rangle
\]

We have to figure out what this mess reduces down to. In order to proceed we have to recall what \( a_k \) and \( a_k^* \) do to the wave functions of the field. Fortunately we already know the answer; we worked it out back on page 187. \( a_k \) and \( a_k^* \) have the property that

\[
a_k^* \phi_n = \sqrt{\frac{n+1}{n}} \phi_{n+1}
\]

\[
a_k \phi_n = \sqrt{\frac{n}{n-1}} \phi_{n-1}
\]

That is \( a_k^* \) creates a quantum of energy and thus raises the state of the system one unit. \( a_k \) on the other hand, lowers the eigenstate one step thus corresponds to emission of one photon.

We should note that the operation \( a_0 \phi_0 \) produces zero since \( \phi_0 \) is the ground you can't go lower than that one. Similarly the product \( \phi_0 a_k^* \) by complex conjugation rules. Therefore we don't have to worry about the term \( a_k | A_1; 0,0,0,\ldots,0 \rangle = 0 \); this is just a result of the absence of any photons initially which can be annihilated.

So now we see what happens when we calculate the effect of \( a_{k,i}^* \) on \( 4. A_0; 0,0,0,0,\ldots,0 \). Since \( a_{k,i}^* \phi_0 \phi_k \) it appears that each mode of the field gets excited by one photon. But that's not what happens because each pair of modes must be orthogonal between the initial and final states. Since in the final state there is one photon in the \( \ell_j \) mode, all the other \( \ell_k \) mode must remain zero otherwise we are producing more photons (i.e., energy) than the atom can supply. The summation over all \( \ell_k \) is zero unless \( \ell_k = \ell_j \). Therefore \( a_{k,i}^* \phi_0 \phi_k \phi_{\ell j} \) and

\[
H_{ik} = -\frac{e}{\lambda m c} \langle A_0 \bar{F} \cdot \bar{E}_{\ell j} e^{-i \bar{E}_{\ell j} \bar{T}} | A_1 \rangle
\]
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We can now square this expression to compute the transition rate,
\[ Q(\ell \rightarrow \ell') = \frac{e^2}{\sec} \left| \left< A_0^| \hat{P}_{\ell j} e^{-i\mathbf{\alpha} \cdot \mathbf{x}} | A_\ell > \right|^2 \cdot \frac{2\pi}{h} \delta (E_0 + \hbar \omega - E_\ell) \right| \]

Here we put in the initial and final energy values in the delta function. So this is the result but in a form which is not too useful. Usually we are interested in the probability of finding the emitted photon in some direction in a solid angle \( d\Omega \). We want to integrate the above expression over the volume \( d^2\Omega \) or in terms of solid angles over the differential volume, \( (2\pi)^3 \)

Thus
\[ Q(\ell \rightarrow \ell') = \frac{e^2}{\sec} \left| \left< A_0^| \hat{P}_{\ell j} e^{-i\mathbf{\alpha} \cdot \mathbf{x}} | A_\ell > \right|^2 \cdot \frac{2\pi}{h} \delta (E_0 - E_\ell + \hbar \omega \Omega) \right| \frac{d^2\Omega}{(2\pi)^3} \]

Here I substituted \( \omega \Omega = \omega \Omega \) into the delta function to get the right form for integration. It is now straightforward from here since \( \delta (f(x)) dx = \frac{1}{f'(x)} = \frac{1}{c} \)

\[ Q(\ell \rightarrow \ell') = \frac{e^2}{\sec} \frac{1}{16\pi^3 \hbar^2} \left| \left< A_0^| \hat{P}_{\ell j} e^{-i\mathbf{\alpha} \cdot \mathbf{x}} | A_\ell > \right|^2 \right| \]

We can simplify this somewhat since \( \frac{1}{\omega \Omega^2} = \frac{1}{c^2} \)

\[ Q(\ell \rightarrow \ell') \text{ into } d\Omega = \frac{e^2}{16\pi^3 \hbar^2} \left| \left< A_0^| \hat{P}_{\ell j} e^{-i\mathbf{\alpha} \cdot \mathbf{x}} | A_\ell > \right|^2 \right| d\Omega \]

And this is the answer for calculating the rate of spontaneous emission of light at frequency \( \omega \Omega = E_\ell - E_\ell \) into a direction \( d\Omega \). The answer is also valid for induced absorption since the matrix elements are equivalent.
42. Remarks on 1st Order Non-Relativistic Perturbation Theory

Before I go on to discuss the 2nd order perturbation theory and eventually discuss the relativistically invariant forms of QED, I'd like to discuss the limitations of the theory as we currently know it.

We have been dealing with problems where we want to calculate the probability per second that a system will make a transition from some initial state \( i \) to some final state \( f \) if the system is acted upon by an external potential. We learned the formulation of the transition rule (sometimes called Fermi's Golden Rule) as

\[
\frac{\text{Trans. Prob}}{\text{sec}} = \frac{2\pi}{\hbar} \left| \text{Potential} \right|^2 \cdot \left( \text{Density of States} \right)
\]

where the density of states is given by

\[
\frac{k^2 dk d\omega}{(2\pi c)^3 dE} = \frac{\omega^3 d\omega}{(2\pi c)^3 \hbar d\omega}
\]

The potential could be a vector potential of the form

\[
\mathbf{A} = \sum_{\mathbf{k}_i} \sqrt{\frac{4\pi \hbar e^2}{2m}} \left[ \alpha_{\mathbf{k}_i} e^{-i\mathbf{k}_i \cdot \mathbf{x}} + \beta_{\mathbf{k}_i} e^{i\mathbf{k}_i \cdot \mathbf{x}} \right]
\]

From this potential we developed the interaction Hamiltonian and wrote it as

\[
\text{Hint} = \frac{e}{m c} \mathbf{P}_e \cdot \mathbf{A}(x_0)
\]

\( \mathbf{P}_e \) being the electron momentum and \( \mathbf{A}(x_0) \) is evaluated at the position of the electron. This interaction term was a consequence of expanding the total Hamiltonian of the system

\[
H = \frac{1}{2m} (\mathbf{P} - \frac{e}{c} \mathbf{A})^2 + eV
\]

Now there is a piece of the Hamiltonian, i.e., \( \frac{e^2}{2mc^2} \mathbf{A} \cdot \mathbf{A} \), which we have neglected. The reason we neglected it
was due to the approximation made in calculating the amplitude to go from \( \psi \) to \( \psi' \), recall that

\[
\langle \psi_f | \psi(0) \rangle = \langle \psi_f | \psi' \rangle - i \frac{1}{\hbar} \int_0^T \mathbf{H}_{\text{int}}(t) \, dt \, |\psi'\rangle + \cdots
\]

By expanding to first order we are physically restricting the potential to act only once between \( \psi \) and \( \psi' \). As a consequence of this first order approximation, we have no use for the \( \tilde{A} \cdot \tilde{A} \) term, which this terms describes a two-fold action of \( A \) on the transition. Since we are dealing with first order approximations the operators \( A \) and \( A^* \) only work on the photon state one time. This means that the final and initial state can differ by only one photon. What then of a system where our cavity is filled with a lot of photons in any mode \( \nu_j \) (call them \( \nu_{\nu_0} \) photons) and a transition occurs between \( \psi \) and \( \psi' \)?

Using the creation and annihilation operators \( A^* \) and \( A \), respectively, we should find in general that the probability to make a transition in the dark is proportional to the dark \( n+1 \). This follows from the quantum theory of oscillators which predicts

\[
\langle n+1 | A^* | n \rangle = \sqrt{n+1} \langle n+1 | n \rangle
\]

and the probability to absorb a photon is proportional to \( n \). This follows from

\[
\langle n-1 | A | n \rangle = \sqrt{n} \langle n-1 | n \rangle
\]

The probabilities are the square of these matrix elements.

The last example we worked out was for the case \( n=0 \). This assumed all the modes of the field were in the ground state. Thus only emission could take place where in the atom excited the field with one photon. We called this emission spontaneous in the sense that it didn't need to be forced externally. Thus without doing too much work we have learned how to extend our results to a system where both absorption and emission can take place. Further we can conclude that:

- Probability of emission \( \nu_f \to \nu \equiv C_{\nu_f} (1+n_k) \)
- Probability of absorption \( \nu \to \nu_i \equiv B_i (n_k) \)
RADIATION EQUILIBRIUM

The coefficients $C$ and $B$ are equal due to the fact that the complex conjugate of the vector potential equals the vector potential itself. From the results thus obtained we can conclude deduce something about thermal equilibrium.

Suppose I have two states of a system, $m$ and $n$, each containing $N_m$ and $N_n$ atoms per unit volume. From thermodynamics we saw that for equilibrium the two states must be in the ratio of

$$\frac{N_m}{N_n} = e^{-\left(\frac{\Delta m}{kT}\right)}$$

This system will be in equilibrium with the radiation field if the number of atoms going from $m$ to $n$ per unit time by absorption of photons ($\Delta \nu_{mn}$) equals the number going from $n$ to $m$ by emission. We must require then

$$N_n \Delta \nu_{mn} = N_m (1 + \Delta \nu_{mn})$$

or using the above relationship

$$\Delta \nu_{mn} = e^{-\left(\frac{\Delta m}{kT}\right)} (1 + \Delta \nu_{mn})$$

Solving for $\Delta \nu_{mn}$,

$$\Delta \nu_{mn} = \frac{1}{e^{\left(\frac{\Delta m}{kT}\right)} + 1} - 1 = \frac{1}{e^{\left(\frac{\Delta \nu_{mn}}{kT}\right)} + 1}$$

This is the Planck black-body distribution law for $\Delta \nu_{mn}$ photons of frequency $\nu_{mn}$.

I might add one further comment that the emission process described here differs from the classical results, i.e., when the field is modeled as a classical wave, by the extra piece due to spontaneous emission. The results for absorption are consistent.

MANY ELECTRON SYSTEM

So far we have restricted our analysis to a single electron system, i.e., the hydrogen atom. In general we will have a interaction Hamiltonian which is the sum of all the individual electrons, i.e.,

$$H_{\text{int.}} = \sum_\mu \frac{e^2}{m_e c} \vec{\mathbf{p}}_\mu \cdot \vec{\mathbf{E}}_{\text{ext}} e^{i \mathbf{k} \cdot \mathbf{x}}$$
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When dealing with many electrons at a time it is more convenient to define a new operator $J(x)$, the current density,

$$ J(x) = \sum_{m} \frac{e_{m} P_{m}}{m_{u} c} \delta^{3}(x - x_{m}) $$

The interaction term $H_{\text{int}}$ can be converted to an integral of the form

$$ H_{\text{int}} = \int \mathbf{J}(x) \cdot \mathbf{A}(x) \, d^{3}x $$

Substituting for $\mathbf{A}(x)$ we have

$$ H_{\text{int}} = \frac{1}{2 \omega_{K}} \int \left[ \mathbf{J}(x) \cdot \mathbf{E}_{K} + \mathbf{E}_{K} \cdot \mathbf{J}(x) \right] \, d^{3}x $$

Since $\mathbf{j}(K) = \int \mathbf{J}(x) e^{-iK \cdot x} \, d^{3}x = \text{Fourier transform of } \mathbf{J}(x)$, we observe that the perturbation gets stronger if there is a lot of juice $\mathbf{J}$ in the $K^{th}$ mode. The amplitude to make emissions and absorptions is then:

- Amp. to emit $\propto \sqrt{\hbar} |\mathbf{j}(K)| \mathbf{E}_{K}$
- Amp. to absorb $\propto |\mathbf{j}(K)| \mathbf{E}_{K}$

So far we have only considered time dependent perturbation theory as it applies to the Schrödinger equation. We had solved the wave equation

$$ i\hbar \frac{\partial \psi}{\partial t} = H \psi $$

where $H$ was expanded in a power series, $H_0 + H' + H'' + \ldots$. A more accurate representation of the system is to make the Hamiltonian invariant under translation. This is done by using the Dirac equation, equation

$$ H_{\text{Dir}} = \mathbf{\alpha} \cdot \mathbf{P} + \beta m $$

where no external potentials are acting. If potentials are acting then

$$ H_{\text{Dir}} = \mathbf{\alpha} \cdot (\mathbf{P} - e \mathbf{A}) + \beta m + V $$

$\mathbf{\alpha}$ and $\beta$ are operators which work on the spin variables of the system. In the Dirac equation the interaction term becomes

$$ H_{\text{int}} = - \frac{e}{c} \mathbf{\alpha} \cdot \mathbf{A} $$
We can write the Hamiltonian of the system then as

\[ H = H_0 + H_{\text{sc}} \]

And since \( H_{n,\alpha} = H_0 + H_{\text{sc}} \) and we see that again
the Hamiltonian breaks into 3 parts. From this equation we
can go on to develop a manifestly relativistic form
for the interaction problem without doing a lot of tedious
work. I'd like first to work out some more problems.

Scattering of Light from an Atom
Second Order Time Dependent Perturbation Theory

We are now ready to get more complicated by considering
what happens to in the next order approximation. Let's review
briefly where we are and what a 2nd perturbation means physically
during a transition process. Imagine a transition taking place
in the time interval of \( t \). We want to know with what
probability a system starting in state \( i \), will be found in a
particular state \( f \) after a time \( t \). One way to get from \( i \rightarrow f \)
is to go directly without any disturbance; we call this the zero
order term. The amplitude to go from \( i \rightarrow f \) without an interaction
is just

\[ \langle \psi_f | \psi_i \rangle = \delta_{f,i} e^{-i(\varepsilon_f - \varepsilon_i)T} = \begin{cases} 1 & \text{if } \varepsilon_f = \varepsilon_i \\ 0 & \text{if } \varepsilon_f \neq \varepsilon_i \end{cases} \]

In the first order term the interaction occurs once
at time \( t = t \), and the amplitude to arrive at \( t \) is

\[ \frac{i}{\hbar} \int_0^T dt \langle \psi_f | e^{i\varepsilon_f(T-t)} (H_{\text{int}}). \psi_i \rangle + i\varepsilon_i t \langle \psi_f | \psi_i \rangle \]

The second order term allows for two interactions
one at \( t_1 \) and the other at \( t_2 \). The amplitude to make
a transition in second order is

\[ \frac{i}{\hbar} \sum \frac{(L-i)^2}{(\hbar^2) \int_0^T dt_1} \int_0^{t_1} dt_2 \langle \psi_f | e^{i\varepsilon_f(T-t_1)} (H_{\text{int}}). \psi_i \rangle \langle \psi_i | e^{-i\varepsilon_i(T-t_2) (H_{\text{int}})} \psi_i \rangle \]

The diagrams show the time ordering of the events.
In the second order term \( t_2 > t_1 \) and we must sum
over all possible intermediate states \( \frac{1}{k} \).
The intermediate state is often called a virtual state since it only lasts a short time. In order to evaluate the integral we have to average over a long time \( T \) as we did in the first order problem. To put the integrand into a more integrable form consider the following exponential relationship

\[
e^{-i(t-T)} - e^{-i(t-t_i)} = e^{-iE_1(T-t)} e^{-i(E_1-E_2)(t-T)} e^{-iE_2(t-t_i)}
\]

When \( T \) is very large \( e^{-iE_1T} \) averages out to 1. The middle term \( e^{-i(E_1-E_2)(T-t)} \) will produce the delta function \( \delta(E_1-E_2) \) similar to last time. The last term must be integrated and is of the form

\[
\int_0^\infty e^{-i(E_1-E_2)t} \, dt
\]

Here we have an integral which is divergent and oscillates about zero unless \( E_1-E_2 \) is small. We first insert a small converging factor, \( e^{-Et} \), into the integral and integrate.

In general

\[
\int_0^\infty e^{ix} - e^{-x} \, dx = \frac{1}{x \cosh x} = \text{p.v.} \frac{1}{x} - i \pi \delta(x)
\]

Therefore

\[
\int_0^\infty e^{-i(E_1-E_2)t} - e^{-Et} \, dt = \frac{i}{E_1-E_2 + iE}
\]

And finally summing over all possible states \( \phi \), we have as the 2nd order transition amplitude,

\[
M_{fi}^{(2)} = \sum_{\phi} \frac{i}{\hbar} (H_{\text{int}})_{f\phi} (H_{\text{int}})_{\phi i}
\]

The matrix elements \( (H)_{f\phi} \) and \( (H)_{\phi i} \) are never really calculated so we leave the answer in this form. We can compare this result to the zero and first order amplitude

\[
M_{fi}^{(0)} = 1, \quad M_{fi}^{(1)} = \frac{i}{\hbar} (H_{\text{int}})_{fi}
\]

The formula for calculating the transition probability can be generalized in the following simple form:
TRANS. PROB = \frac{\sum |M_{fi}|^2}{\hbar} \delta (E_f - E_i)

This is a beautifully simple result because it is now possible to go on to higher order terms without doing a lot of work. For example, the third order term is given by

\[ N_{fi}^{(3)} = \sum \sum \frac{(hint)_k^2 (hint)_l^2 (hint)_m^2}{(E_k - E_f) (E_l - E_i) (E_m - E_f)} \]

At first glance you may think the denominator is screwy and unsymmetric and should be \((E_k - E_f) (E_l - E_i) (E_m - E_f)\). The important point to remember in writing down these expression is the strength of the interaction (or resonance, if you like) depends on how far you are away from the initial state- always! If all the expansion terms are fighting each other at the same time, it is necessary to add up all the \(M_{fi}\) and then square the sum to insert in the transition rate formula. One final comment here: the factor \(1/(E_k - E_f)\) is just the Fourier transform of the free particle propagator \(e^{-(E_k - E_f)t}\). So by transforming into momentum space our rules for computing amplitudes stays quite simple.

**LIGHT SCATTERING FROM AN ATOM**

Now let's return to the problem of light scattering from an atom. If the incident radiation scatters off the atom without exciting atom, how can this process be described? Assume the atom starts in the ground state and ends up in the ground state. The incoming photon has a momentum and polarization \(k_1, \vec{e}_1\) and the outgoing photon has momentum and polarization \(k_2, \vec{e}_2\). The diagram on the right describes the process described. The interactions occur twice but only 1 photon is exchanged at a time. First a photon is absorbed and then a second reemitted. Since we know the formula for simple photon absorption and emission, we can write down \(N_{fi}\)
\[
(\text{H}_{\text{int}})_{K_k} \rightarrow \left( \frac{e^{-\frac{\vec{P}_i \cdot \vec{e}_r^* - \vec{e}_r^* \cdot \vec{x}_r}{mc^2 \omega_{K_k}}}}{mc^2 \omega_{K_k}} \right)_{\text{on}}
\]

And
\[
(\text{H}_{\text{int}})_{K_l} \rightarrow \left( \frac{e^{-\frac{\vec{P}_o \cdot \vec{e}_r^* - \vec{e}_r^* \cdot \vec{x}_r}{mc^2 \omega_{K_l}}}}{mc^2 \omega_{K_l}} \right)_{\text{no}}
\]

The intermediate state of the system, \( n \), must be summed over to include all possible interactions. The matrix elements \( (\cdot)_{\text{on}} \) and \( (\cdot)_{\text{no}} \) denote transitions between the excited state \( n \) and the initial state \( 0 \) and the initial state \( 0 \) to excited state \( n \) respectively. We have this according to our rule for determining \( M_{fi} \):

\[
M_{fi} = \sum_n \left( \frac{\left( e^{-\frac{\vec{P}_o \cdot \vec{e}_r^* - \vec{e}_r^* \cdot \vec{x}_r}{mc^2 \omega_{K_l}}} \right)_{\text{on}}}{mc^2 \omega_{K_l}} \right) \left( e^{-\frac{\vec{P}_o \cdot \vec{e}_r^* - \vec{e}_r^* \cdot \vec{x}_r}{mc^2 \omega_{K_l}}} \right)_{\text{no}}
\]

Have we summed over all possible intermediate states? No!

There is another way that the same process can occur. This time, the photon \( K_l \) does not actually interact with the atom but rather the atom emits a photon \( K_k \) and then turns around and absorbs it back. The diagram for the process is on the right:

The amplitude for this process is

\[
M_{fi} = \sum_n \left( \frac{\left( e^{-\frac{\vec{P}_o \cdot \vec{e}_r^* - \vec{e}_r^* \cdot \vec{x}_r}{mc^2 \omega_{K_k}}} \right)_{\text{on}}}{mc^2 \omega_{K_k}} \right) \left( e^{-\frac{\vec{P}_o \cdot \vec{e}_r^* - \vec{e}_r^* \cdot \vec{x}_r}{mc^2 \omega_{K_k}}} \right)_{\text{no}}
\]

The denominator tells us that initially

\[ E_i = E_0 + \hbar \omega \]

i.e., the atom is in energy state \( E_0 \) and the photon exists.

And the intermediate state

\[ E_{\text{int}} = E_n + \hbar \omega + \hbar \omega \]

i.e., the atom is in energy state \( E_n \) and both photons exist. We must add the two amplitudes together to get the total amplitude.

Now do we have everything computed right? No!! What about the \( A^2 \) term? What do this term do? In the process, photon \( K_l \) is absorbed and \( K_k \) is emitted without exciting the atom. The amplitude for this transition is

\[
\frac{e^{-\frac{\vec{e}_r^* \cdot \vec{e}_r}{mc^2 \omega_{K_k}}} \left( e^{-\frac{\vec{P}_k \cdot \vec{e}_r^* - \vec{e}_r^* \cdot \vec{x}_r}{mc^2 \omega_{K_k}}} \right)_{\text{on}}}{mc^2 \omega_{K_k}}
\]

Thus we have three terms to add together to get the complete and accurate scattering amplitudes.
43. LIGHT SCATTERING FROM A RELATIVISTIC ELECTRON

I'd now like to work out the problem of light scattering from an atom where the incident photon has an energy comparable to the rest mass of an electron. For the energy range of interest the gamma rays have such a high momentum that the possibility exists to produce a pair, i.e., an electron and positron. We are interested here in the case of the energetic photon hitting an electron which is free (its energy is greater than the binding energy of 13 eV). So the problem is to see what happens when a sluggish electron gets clobbered by a powerful photon.

We shall assume the electron has momentum \( \vec{p}_e \) and the photon has energy equal to \( m_e c^2 \) where \( m_e \) is the mass of the electron. The relativistic energy of the electron is then

\[ E = \sqrt{m_e^2 c^4 + p_e^2 c^2} \]

where \( c \) is 1. The photon is described by a frequency \( \omega_a \) and wave number \( \vec{k}_a \). The photon is further described by a particular polarization vector \( \vec{e}_a \). For each value of \( \vec{k}_a \) there are two possible values for \( \vec{e}_a \), each being at right angles to each other. The problem is to figure out what happens when the photon interacts with the electron.

The diagram for this interaction is to the right:

The diagram tells us that an electron of momentum \( \vec{p}_e \), energy \( E \), absorbs a photon of frequency \( \omega_a \), wave number \( \vec{k}_a \) (i.e., it is scattered by the vector potential of the quantum field); then the electron propagates as a free particle with energy \( E + \hbar \omega_a \) until finally the electron emits a photon of energy \( \hbar \omega_b \), wave number \( \vec{k}_b \) and polarization \( \vec{e}_b \).

I want to clarify, before I go on, what I mean when I refer to a relativistic or non-relativistic problem. The non-relativistic problems relate to systems where all the velocities are low as compared to the speed of light. When I am
Dealing with relativistic problems, I will primarily be working in relationships which can best be described as manifestly relativistically invariant. Here I am stealing Schwinger's terminology because it correctly defines the situation. By this exotic nomenclature, we refer to a method of analysis which in itself is not relativistically invariant, only because it doesn't appear to be; but ultimately, the solution, and the analysis, is truly relativistically invariant. This is a tremendous help in working out problems in Q.E.D. because relativistic terminology gets very confusing and hard to keep straight unless you know what you are doing. I shall be working with the manifestly relativistic notation and show you how to demonstrate that the answer is actually invariant.

We can now start the problem by asking with what probability the system has to start in its initial state $i$ and end in the final state as described by the diagram on the previous page. From our rule for calculating the transition rate,

$$\text{Prob. Transition per sec} = \frac{2\pi}{\hbar} |M_{fi}|^2 \delta(E_f - E_i - \omega + \omega_b)$$

The delta function contains the conservation of energy criteria for the reaction to go. In addition, momentum must be satisfied therefore

$$P_f + ik_b = P_i + ik_a$$

where I loosely interchange $k_b$ and $w_b$.

To calculate the transition matrix element $M_{fi}$ we have just learned from our last lecture that

$$M_{fi} = \sum_k H_{f,k}^* \frac{1}{E_f - E_k + \omega} H_{k,i}$$

Here we sum over all possible intermediate states $k$, where the electron has energy $P_i + w_b$. We must calculate the interaction terms for this process. The process, by the way, is commonly referred to as the Compton effect. This effect consists of the scattering of energetic photons by a free electron.
Since we are dealing with the relativistic treatment of the electron, we must derive the interaction term from the Dirac Hamiltonian. In general, the Dirac equation is given by

$$\frac{\hbar}{i} \frac{\partial \psi}{\partial t} = \left[ \vec{\alpha} \cdot \left( -i \vec{V} + \frac{e}{c} \vec{A} \right) + \beta m + eAt \right] \psi$$

where $At = V$ the scalar potential. This equation does not look invariant in form, but it is good for working out quantum mechanical problems. It is not in an obviously invariant form. Let’s see what can be done to make it look invariant. The Dirac Hamiltonian is given by

$$H_{0,A} = \vec{\alpha} \cdot \left( \vec{p} - \frac{e}{c} \vec{A} \right) + \beta m + A_0(x,t)$$

which solves the above equation, viz

$$\frac{\hbar}{i} \frac{\partial \psi}{\partial t} = H_{0,A} \psi$$

If we multiply both sides of this equation and rearrange, the terms we get

$$\left[ \vec{\sigma} \left( \frac{\hbar}{i} \frac{\partial}{\partial t} - eAt \right) - \beta \vec{\alpha} \cdot \left( i \vec{V} - \frac{e}{c} \vec{A} \right) \right] \psi = \rho \psi = m \psi$$

where $\beta = \gamma^0 = 1$ and $\beta \alpha x = \gamma x$, $\beta \alpha y = \gamma y$, $\beta \alpha z = \gamma z$, and $\alpha x, \alpha y, \alpha z$.

$\gamma_\mu$ is a four-vector which we have discussed previously and whose properties and commutation rules are known. We can subsequently reduce the Dirac equation to the relativistically appearing form

$$\left[ \gamma_\mu \left( \gamma^\mu - \frac{e}{c} A_\mu \right) \right] \psi = m \psi$$

we therefore have demonstrated the invariance of the original expression for the Dirac equation.

Returning to the interaction piece that we want, in the absence of an external potential the Dirac Hamiltonian, $H_{0,0}$, is just

$$H_{0,0} = \vec{\alpha} \cdot \vec{P} + \beta m$$

Subtracting $H_{0,0}$ from $H_{0,A}$ we get the interaction term

$$H^I = -\frac{e}{c} \vec{\alpha} \cdot \vec{A}(x,t) + A_0(x,t)$$

For now we will only consider a vector potential $A(x)$, i.e., $A(x)$ implies that the interaction Hamiltonian is influenced by the quantum field variables while $A_0$ implies the presence of atomic variables creating the potential.
Now the solution to the Dirac equation for a free electron in the absence of a potential is given by the solution

\[ \psi = U e^{-i \frac{p^2}{2m}} \]

which produces \( (\alpha \cdot \vec{p} + \beta m) U = E U \)

when the plane wave piece \( e^{-i \frac{p^2}{2m}} \) is taken out. The function \( U \) is four 

kept by four matrix describing the photon energy and momentum. We are interested in computing the matrix element between states \( i \) and \( k \) with state \( i \) being the intermediate state. This intermediate state, or virtual state, has momentum \( p_3 = p_i + i k_\alpha \). Now we can write the matrix element \( \hat{H}_{ki} \)

\[ \hat{H}_{ki} = \sum_3 \frac{e^i}{c^2} \left( \frac{U_{i}^* (\alpha \cdot e^i) U_{ki}}{\sqrt{2 \omega_0}} \right) = \frac{1}{2 \omega_0} \left( E_i + i k_\alpha - E_3 + i E \right) \left( U_{3i}^* (\alpha \cdot e_3) U_i \right) \]

Reading right to left the matrix element says that electron in state \( U_i \) absorbs the photon of polarization in direction \( E_\alpha \); then it propagates as a free electron of energy \( E_i + i k_\alpha - E_3 \) whereupon it emits a photon of polarization \( E_3^* \) (the star denotes emission) and finally we ask to find the electron in one of its eigenstates \( U_3^* \).

How do we calculate \( \hat{H}_{ki} \)? Well, we know what the vector potential is, \( \vec{A} = \sum \frac{1}{2 \omega_0} \left[ \alpha e^i e^{i \vec{L} \cdot \vec{X}} + \alpha e^i e^{i \vec{L} \cdot \vec{X}} \right] \vec{e}_k \)

and

\[ \hat{H}_{ki} = \int \psi_i \left\{ \alpha \sum \frac{1}{2 \omega_0} \left[ \alpha e^i e^{i \vec{L} \cdot \vec{X}} + \alpha e^i e^{i \vec{L} \cdot \vec{X}} \right] \right\} \psi_k \]

In the expression for the vector potential \( e^i \) and \( e^i \) are, respectively, the operators for the emission and absorption by the \( i \)th oscillator of a photon. But to evaluate the integral we must know what \( \psi_i \) and \( \psi_k \) are. Well \( \psi_i \) denote the composite wave function for the system where the electron is in state \( i \) and the photons are in the field. \( \psi_k \) denotes the state where the electron is excited to state \( k \) and the photons are in the \( k \)th mode.

\[ \psi_i = \psi_i \phi_i \]
\[ \psi_k = \psi_3 \phi_k \]
\[ H_{ki} = \int \psi_k^* \psi_k \ \text{Hint} \sum_{\ell} \frac{e}{\sqrt{12\omega_l}} \left( \epsilon_\ell \cdot \epsilon_{\ell}^* \right) e^{-il')x} d^3x \]

Substituting in for Hint
\[ H_{ki} = \int \psi_k^* \psi_k \left\{ \sum_{\ell} \frac{e}{\sqrt{12\omega_l}} \left( \epsilon_\ell \cdot \epsilon_{\ell}^* \right) e^{-il')x} + \frac{e}{\sqrt{12\omega_l}} \right\} \frac{e}{\sqrt{12\omega_l}} \int \psi_3 \psi_i \]

Since \( \alpha \) works directly on \( \psi_k \) to kill the \( n \)th photon to \( \hbar k_a \)
\[ \int \psi_k^* \alpha \psi_k \ dx \ dx = \sqrt{\frac{n+1}{2\omega_{ka}}} \]
\( n = \) number of photons we have

If we only have one photon present in the process
\[ H_{ki} = \sum_{\ell} \int \psi_k^* \alpha \psi_k \int \psi_3^* (\epsilon_\ell \cdot \epsilon_{\ell}^*) e^{-il')x} d^3x \]

Since \( \alpha \) has no immediate significance.
Thus
\[ H_{ki} = \frac{1}{\sqrt{2\omega_{ka}}} \int \psi_3^* (\epsilon_\ell \cdot \epsilon_{\ell}^*) \psi_i d^3x \]

We now must substitute in the integral the free particle wave functions, i.e.,
\[ H_{ki} = \frac{1}{\sqrt{2\omega_{ka}}} \int \psi_3^* e^{-iP_3 \cdot x} (\epsilon_\ell \cdot \epsilon_{\ell}^*) e^{i\hbar k_a x} U_{i} \ e^{iP_i \cdot x} d^3x \]

or
\[ = \frac{1}{\sqrt{2\omega_{ka}}} \int \psi_3^* (\epsilon_\ell \cdot \epsilon_{\ell}^*) U_{i} e^{-i\left[ p_3 + i\hbar k_a - P_i \right] \cdot x} d^3x \]

The integration over \( d^3x \) produces the delta function \( \delta \left( P_3 - \hbar k_a - P_i \right) \), which is nothing more than a statement of the conservation of momentum. If you didn't remember to right it down initially, the rule says you don't go anywhere unless you conserve momentum. The integration over the volume has been normalized to \( V = 1 \) for simplicity. The second part of the matrix element, i.e., the \( H_{ki} \) is found in a similar way as \( H_{ki} \). This time however we will use the \( \alpha^* \) operator to emit the photon again.
Thus we get the first term on the right hand side of \( H_{ki} \)
\[ H_{ki} = \frac{1}{\sqrt{2\omega_{ka}}} \psi_3^* (\epsilon_\ell \cdot \epsilon_{\ell}^*) U_{i} \]

This completes \( H_{ki} \) when the summation is taken over all the virtual states \( s \).
It is not obvious from the summation over all the intermediate states that we forgot something—but we did. There is another way the scattering can happen and that process has the electron emitting a photon and subsequently absorbing the incident photon. The diagram for this process is to the right. The matrix element for this process can be written down right away from our knowledge of the last exercise, i.e.,

\[
M_{fi}^{(2)} = \sum \frac{\alpha^2}{C^2} \frac{\left[ U_i^* (\alpha \cdot e_a) U_q \right] \left[ U_q^* (\alpha \cdot e_b^*) U_i \right]}{12\omega_b \left[ E_{fi} + i\omega_a \right] - (E_{pq} + \omega_a + \omega_b) i2\omega_b}.
\]

The denominator can be put in a different form since energy must be conserved, i.e., \( E_{fi} + 2\omega_a = E_{pq} + \omega_b \) so that

\[
M_{fi}^{(2)} = \sum \frac{\alpha^2}{C^2} \frac{\left[ U_i^* (\alpha \cdot e_a) U_q \right] \left[ U_q^* (\alpha \cdot e_b^*) U_i \right]}{12\omega_b \left[ E_{pq} - E_{pq} - i\omega_a \right] i2\omega_b}.
\]

The other matrix element for process \( 1 \) is

\[
M_{fi}^{(1)} = \sum \frac{\alpha^2}{C^2} \frac{\left[ U_i^* (\alpha \cdot e_a^*) U_q \right] \left[ U_q^* (\alpha \cdot e_b) U_i \right]}{12\omega_b \left[ E_{pq} - E_{pq} + i\omega_a \right] i2\omega_b}.
\]

The total sum matrix element for the scattering is the sum of the two pieces: \( M_{fi}^{(2)} + M_{fi}^{(1)} \).

Now something unusual occurs when summing over all possible intermediate states—the Dirac equation allows for positive and negative energy values. What that means is there is a probability to make a transition into a negative energy state. While this seems like a physically stupid idea, we can pursue the idea to see what happens. What we will find but is that the negative energy states correspond to pair production.

Let's begin by summing over the intermediate state for process \( 1 \) and break the summation into two parts: one over positive energies or momenta and the other part sums over negative energies.
The Two Pieces Over A Common Denominator
The summation can be taken over all virtual states of
energy $E_{p_3}$, i.e., over all states of $U_3$ which includes $4$ ($2$ for
each spin state and $2$ for each energy state).

$$M^{(i)} = \sum_{p_3 > 0} \left[ \frac{U^*_2 (\alpha \cdot e^*_b) U_3 \left[ U_3^* (\alpha \cdot e^*_a) U_1 \right]}{14w_a w_b \left[ (E_{p_1} + \alpha \cdot k_a - E_{p_3})^2 \right]} + \sum_{p_3 < 0} \frac{U^*_2 (\alpha \cdot e^*_b) U_3 \left[ U_3^* (\alpha \cdot e^*_a) U_1 \right]}{2w_a w_b \left[ (E_{p_1} + \alpha \cdot k_a + E_{p_3}) \right]} \right]$$

Where $E_{p_3} = \pm \sqrt{m^2 c^4 + c^2 E_{p_3}^2}$

By putting the two pieces over a common denominator.

The denominator no longer depends on the sign of the energy.

Now we use the fact that

$$(\alpha \cdot p_3 + \beta m) U_3 = \pm E_{p_3} U_3$$

Is a solution to the Dirac equation to permit putting

both pieces over the common denominator.

$$M^{(i)} = \sum_{\text{All } U_3} \left[ \frac{U^*_2 (\alpha \cdot e^*_b) \left[ (E_{p_1} + \alpha \cdot k_a - \beta m) U_3 \right] \left[ (\alpha \cdot e^*_a) U_1 \right]}{14w_a w_b \left[ (E_{p_1} + \alpha \cdot k_a - \beta m)^2 - E_{p_3}^2 \right]} \right]$$

Since $U_3$ forms a complete set of wave functions the
sum over all $U_3$ must be 1, i.e., $\sum U_3 U_3^* = 1$

$$M^{(ii)} = \frac{U^*_2 (\alpha \cdot e^*_b) \left[ (E_{p_1} + \alpha \cdot k_a + \beta m) (\alpha \cdot e^*_a) U_1 \right]}{14w_a w_b \left[ (E_{p_1} + \alpha \cdot k_a + \beta m)^2 - E_{p_3}^2 \right]}$$

Pair Production Theory
PAIR PRODUCTION, NEGATIVE SEA
AND SPACE-TIME EXPLANATION

There is another way to look at Compton scattering which is a little more subtle in its physical connotation but is mathematically, and physically, analogous to Compton scattering; that is the idea of pair production. Since pair production is interesting I would like to give it a little more attention at this time.

Pair production can result in several ways: a single photon of energy greater than 2m can interact with a nuclear field either by the photon creating a pair and the electron interacting with the field or the photon creating the pair with the positron interacting with the field. Alternately two photons can annihilate create an electron and positron. In the latter case one photon can be supplied by the Coulomb field of the nucleus, i.e.,

\[ \gamma + \gamma \rightarrow e^- + e^+ \]

The opposite reaction here is pair annihilation where the electron and positron produce two gamma rays.

The interesting thing about pair production was that the existence of the positron was predicted by the Dirac equation. It is a consequence of the Dirac wave equation that particles can have energies given by

\[ E = \pm \sqrt{m^2c^2 + P^2c^2} \]

where for a photon of zero rest mass \( W = c \). The positive energy describes the electron with ordinary character while the negative energy solution describes the new particle.

The idea, first proposed by Dirac, to explain the negative energy root consider a negative sea of states which the positive electron or particle could make transitions into and from. For an electron to get knocked out of the negative sea it had to receive 3me^2 from the energetic photon. In essence an electron and a hole are created; the hole being the positron. Dirac improperly identified the hole as...
A PROTON. IN 1932 ANDERSON EXPERIMENTALLY DETECTED THE PROTON.

ONE DIFFICULTY WITH THE NEGATIVE SEA IDEA IS THAT THE PROCESS NECESSARY TO PRODUCE THE PAIR IN ADDITION IS A SOURCE OF ENERGY. THIS MAKES IT SEEM LIKE AN IMPOSSIBLE THEORY. BUT THE DIRAC EQUATION WAS SO SUCCESSFUL IN PREDICTING THE ATOMIC SPECTRUM INCLUDING SPIN AND IN A RELATIVISTIC CONDITION THAT THE THEORY MUST BE RIGHT. A WAY OUT OF THE DILEMMA IS TO PROPOSE THAT THE NEGATIVE STATES ARE NEARLY FULL. A VACUUM STATE CAN BE DEFINED AS ONE WHERE ALL THE NEGATIVE STATES ARE FULL (DON'T WORRY ABOUT THE INFINITE AMOUNT OF ENERGY NEEDED TO FILL THE BOTTOMLESS PIT) AND ALL THE POSITIVE STATES ARE EMPTY. WHAT STOPS TRANSITIONS BETWEEN POSITIVE AND NEGATIVE STATES IS THE EXCLUSION PRINCIPLE. AN ELECTRON OR EITHER SIGN, CANNOT GO INTO ITS ANTI-STATE IF IT IS OCCUPIED.

NOW DIRAC ARGUED THAT IF THE ELECTROMAGNETIC FIELD HAD ENOUGH ENERGY IT COULD LIFT THE NEGATIVE ELECTRON, SOMETIMES CALLED THE NEUTRON, INTO A POSITIVE ENERGY STATE. FOR THIS TO HAPPEN TWO PHOTONS ARE NEEDED TO CONSERVE ENERGY AND MOMENTUM. HOW DOES THIS PROCESS LOOK? WELL AN ELECTRON OF POSITIVE ENERGY IS CREATED IN ADDITION A NEGATIVE STATE IS LEFT EMPTY IN THE SEA. THE EMPTY STATE OR HOLE IS LIKE A WATER BUBBLE. IT CAN FLOAT AROUND CARRYING CHARGE. IT IS NECESSARY TO CANCEL OUT THIS CHARGED STATE BY SOME TRICK. DIRAC DIDN'T KNOW HOW TO FILL THE HOLE BACK UP BY THE DECAY OF AN ELECTRON INTO THE HOLE. IT WAS LEFT TO OPPENHEIMER TO DEMONSTRATED THE SYMMETRY OF THE TRANSITION AND THE IDEA OF PAIR ANNIHILATION WAS LATER VERIFIED, EXPERIMENTALLY BY ANDERSON. UNFORTUNATELY THIS HOLE BUSINESS IS PHYSICALLY DIFFICULT TO WORK WITH AND FOR SOME TIME, BETWEEN 1929 AND 1949, QED DIDN'T MAKE MUCH PROGRESS DUE TO THE DIFFICULTIES ENCOUNTERED.
In '48-'49 Feynman proposed his space-time arguments for working out these QED problems. Since then the machinery of space-time physics has proven to be a great tool in manipulating and solving such problems as pair production. The simple concept of a particle moving in space-time can be reduced to a 2-dimensional drawing:

The 3 monoms shown indicate a stationary object, one that is moving under an applied force, and another one which is oscillatory due to an external field. A particle following a space-time trajectory can be found to be moving forward as well as backward in time as seen in the other diagram. Here the electron is moving forward in time at $t_1$. But at $t_2$ suddenly two new particles appear until at $t_3$ suddenly two particles converge, annihilate, and the electron and a new electron continues on at $t_4$. The particle moving backward in time corresponds to the positron.

In order to turn the electron around in time it is necessary to have a field present to scatter off of.

In the case of Compton scattering there are two ways in which the interaction can occur.
manifestly invariant theory of pair production

I'd now like to go into the quantitative theory of pair production. In the process we will come across the three major rules making up all of Q.E.D. In order to develop the theory in a relativistically simple form which is easy to compare with the old theory of scattering I'd like to introduce some new notation.

The 4-vector $\gamma_a$ has previously been defined so that it satisfies the commutation rule

$$\gamma_a \gamma_b + \gamma_b \gamma_a = 2 \delta_{ab}$$

If $\gamma_a$ is another 4-vector satisfying this same rule, then define the matrix $\delta$ to be

$$\delta = \gamma_a \gamma_b - \gamma_a \gamma_b = \alpha_x \gamma_x - \alpha_y \gamma_y - \alpha_z \gamma_z$$

This matrix is relativistically invariant and therefore will be quite useful. In the same way we can define the momentum 4-vector $p_a$ in a relativistic form, i.e.,

$$p = p_a \gamma_a.$$ According to the Dirac equation can be expressed as

$$i \gamma_a (\gamma_a \gamma_b - \gamma_a \gamma_b) U = m U \rightarrow \delta p U = m U$$

One final notation rule for two invariant matrices $\alpha$ and $\beta$ the following is true:

$$\alpha \beta = - \beta \alpha + 2 (\alpha \cdot \beta)$$

where $\alpha \cdot \beta = \alpha_a \beta_a$

and

$$\delta \alpha = \alpha \cdot \alpha$$

Now we write down one of our important propagation rules

**Rule:** An electron propagates from one interaction to another virtually with an amplitude proportional to

$$\frac{1}{p^2 - m^2 + i \epsilon}$$

This free particle propagator was obtained previously by taking the Fourier transform of the position propagator.
Thus we will be working in the momentum-energy representation rather than in space-time; it makes things a lot easier. Since there may be some conceptual difficulties in understanding the operation of the matrix \( \mathbf{p} \) in the denominator, the factor can be rewritten as

\[
\frac{1}{\mathbf{p}^2 - m^2 + i\epsilon} = \frac{\mathbf{p} + m}{\mathbf{p}^2 - m^2 + i\epsilon}
\]

Now the denominator is a purely scalar quantity with a small imaginary piece which will eventually be omitted. The strength of the interaction depends on the deviation of the energy of the photon, \( \mathbf{p} \), and electron, \( m \), energy.

If the incident photon is taken to be a vector potential with polarization \( \mathbf{e}_a \) then the coupling of the electron with the photon is given by \( \mathbf{e}_a \).

**RULE:**

(2). The amplitude to absorb a photon is \( \mathbf{e}_a \),

(2'). The amplitude to emit a photon is \( \mathbf{e}_a^* \)

With the rule for coupling the electron with the field and the rule for virtual propagation in the excited states let's look again at the Compton scattering.

Consider the diagram to the right. In the momentum representation, the matrix element for the process can be computed directly from the second order perturbation term (this is required because the electron interacts twice). If the electron starts in state \( U_1 \), absorbs photon \( \mathbf{e}_a \), propagates with energy \( \mathbf{p}_1 + \mathbf{e}_a \), emits photon \( \mathbf{e}_b \), and propagates with momentum \( \mathbf{p}_2 \) into state \( U_2 \), the amplitude to do all this is found to be proportional to

\[
\frac{U_2 \mathbf{e}_b^*}{\mathbf{p}_1 + \mathbf{e}_a - m + i\epsilon} = \mathbf{e}_a U_1
\]
To this diagram we must add the amplitude to emit phonon b first since the timing of the event is not important. Later we will see that this is just a statement of the relativistic invariance of the process. The amplitude for this second process to occur is

$$\overline{u}_2 \overline{e}_b \frac{1}{\not{p}_l - \not{k}_b - m_{\text{tie}}} \overline{e}_0 u_1$$

In order to conserve momentum and energy in the process \( \not{p}_l = \not{p}_1 - \not{k}_b + \not{e}_0 \). The total matrix element is the sum of these two terms, i.e.,

$$M_{1l} = \overline{u}_2 \overline{e}_b \frac{1}{\not{p}_l - \not{k}_b - m_{\text{tie}}} \overline{e}_0 u_1 + \overline{u}_2 \overline{e}_b \frac{1}{\not{p}_l - \not{k}_b - m_{\text{tie}}} \overline{e}_0 u_1$$

Here I have slipped in the 4-vector \( \not{p}(w, k_x, k_y, k_z) \) in preparation of converting this result to a manifestly invariant form. Right now it is a real mess; it's a mixture of our old technique of computing matrix elements together with some mysterious 4-vector notation. Somehow this all ends up to be invariant and I'd now like to see if I can prove it is.

Now I forget some factors in writing the above matrix element which I now must straighten out. First the strength of the coupling of the electron is proportional to \( \sqrt{\frac{4\pi e^2}{2w_0}} \) for the absorption of the photon and proportional to \( \sqrt{\frac{4\pi e^2}{2w_a}} \). Thus \( M_{1l} \) is proportional to \( \sqrt{\frac{4\pi e^2}{2w_a}} \cdot \frac{4\pi e^2}{2w_b} \).

Let me define the polarization 4-vector \( e_M \) as

$$e_M \cdot \not{p}_a = \frac{1}{2} \sqrt{4\pi e^2}$$

Therefore, \( e_M \overline{e}_0 4\pi e^2 \) is the coupling strength of the photon and electron. We still have to worry about the factor \( \left(\frac{1}{2w_a}, \frac{1}{2w_0}\right) \frac{1}{2} \) because it is not in an invariant form. So let's redefine \( M_{1l} \).
Let's define an invariant matrix element $M^R$ which is related to the old matrix element $M$ computed by the non-relativistic perturbation theory. The two matrix elements are related by a scale factor $(\frac{1}{2\omega_a\omega_b})^{\frac{1}{2}}$, i.e.,

$$M_{\text{relativistic}} = M_{\text{old theory}} \frac{1}{\sqrt{2\omega_a\omega_b}}$$

We have another mistake because the wave functions $\psi_i$ were assumed to obey the normalization criteria $\psi_i^* \psi_i = 1$. But in the relativistic case the plane wave density is no longer invariant as the box shrinks. That is to say as the density of the box increases due to shrinking-box dimensions the energy content starts to increase proportionally as the speed increases. Thus we have an unrelativistic choice of normalization constants which can be corrected for by choosing the normalization to be $\psi_i^* \psi_i = 2E_i$

In this equation we have set the 4th component of the 4-vector current equal to the 4th component of the momentum 4-vector $p_\mu$. From our earlier work $\bar{\psi} = \psi^* \beta$ where $\beta = \gamma_e$ and $\bar{\psi} = \psi^* \gamma_e = \psi^*$. Thus $\psi_i^* \psi_i = \bar{\psi}_i \beta_i \psi_i = 2E_i$

The space components of the current four vector are normalized to $\psi_i^* \psi_i = 2m$ such that

$$\bar{\psi}_i \gamma_\mu \psi_i = 2p_\mu \quad \bar{\psi}_i \gamma_j \psi_i = 2p_j$$

We now have a relativistically invariant normalization of the wave functions. We do this by scaling all the $\psi_i$'s up by a factor $\text{rel}$ which make the matrix elements bigger proportionately. To take this scale change into account we must divide it out. Thus while this factor is not in itself invariant it is just the right size to make the answer come out relativistically invariant.
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\[
\frac{\text{TRANSITION RATE}}{\text{SEC}} = \sigma \cdot \text{V}_{\text{relative}} = \frac{2\pi \delta \left(E_f + E_b - 2E_i\right) 4\pi 3 (\mathbf{P}_f - \mathbf{P}_b - \mathbf{P}_i)^2}{16 \pi \varepsilon_i^2 \varepsilon_f \varepsilon_b \left(2\pi \right)^3}
\]

I HAVE ADDED A FEW EXTRA TERMS IN THE EXPRESSION PREVIOUSLY USED. THE DELTA FUNCTION IS NOW A 4-DIMENSIONAL ONE IN TERMS OF THE 4-MOMENTUM; IT DESCRIBES THE CONSERVATION OF ENERGY AND MOMENTUM. I DID THIS TO KEEP THE ANSWER MANIFESTLY IN Variant. THE INTEGRATION OVER d^3 P_b IS OVER THE FINAL MOMENTUM STATES OF THE PHOTON. THE d^3 P_i TERM WAS PUT IN SO THE 4-DIMENSIONAL DELTA FUNCTION IS COMPLETE.

NOW THE RESULT HAS A CHANCE OF BEING INVARIANT. THE VELOCITY IS THE RELATIVE VELOCITY BETWEEN THE PARTICLES. IN WORDS THE TRANSITION RATE IS

\[
\text{RATE} = \text{CROSS SECTION} \times \text{RELATIVE VELOCITY} = \left\{ \frac{2\pi \delta \left(E_f + E_b - 2E_i\right) 4\pi 3 (\mathbf{P}_f - \mathbf{P}_b - \mathbf{P}_i)^2}{16 \pi \varepsilon_i^2 \varepsilon_f \varepsilon_b \left(2\pi \right)^3} \right\} \times \frac{1}{2E_i \cdot 2W_a} \times \frac{d^3 P_b}{2\varepsilon_b (2\pi)^3} \times \frac{d^3 P_i}{2\varepsilon_i (2\pi)^3}
\]

SINCE THE FORM OF THIS EQUATION CONTAINS THE RELATIVE VELOCITY OF THE PARTICLES INVOLVED IN THE COLLISION IT DOES NOT APPEAR TO BE RELATIVISTICALLY INVARIANT. BUT WE CAN DEMONSTRATE THE MANIFESTLY INVARIANT FORM OF THE RATE EQUATION BY SHOWING THAT

\[
\delta_{rel} (2E_i, 2W_a) = (\mathbf{V}_i - \mathbf{V}_a) \cdot (2E_i, 2W_a) = \left[-\mathbf{P}_i^2 / \varepsilon_i^2 + (\mathbf{P}_i \cdot \mathbf{P}_a)^2 / \varepsilon_a \varepsilon_i \right]^{\frac{1}{2}}
\]

IS AN INVARIANT EXPRESSION. TO PROVE THE ABOVE EQUATION I'LL WORK IN ONE DIMENSION TO SAVE SOME WORK. Thus the 4-VECTOR \( \mathbf{P}_i \) HAS THE COMPONENTS \( P_{xI} = E_i, P_{aI} \) BUT \( P_{xI} = M V_i = E_i, V_i \); THEREFORE \( P_{xI} = E_i, E_i V_i \). SIMILARLY THE 4-VECTOR \( \mathbf{P}_a \) HAS THE COMPONENTS \( W_a, W_a V_a \). HERE I INCLUDE \( V_a \) FOR COMPLETENESS, FOR A PHOTON \( V_a = c = 1 \).
Inserting $\vec{p}$ and $\vec{k}_a$ into the equation

$$-\vec{p} \cdot \vec{k}_a + (\vec{p} \cdot \vec{k}_a)^2 = -(E_i^2 - E_j^2) (\vec{w}_a - \vec{w}_a \cdot \vec{v}_a)^2 + (E_i \vec{w}_a - E_i \vec{w}_a \cdot \vec{v}_a)^2$$

Expanding and considering $\vec{v}_a \cdot \vec{w}_a = 0$, i.e., the particles collide head-on, we can collect terms and have left

$$-\vec{p} \cdot \vec{k}_a + (\vec{p} \cdot \vec{k}_a)^2 = (E_i \vec{w}_a - E_i \vec{w}_a \cdot \vec{v}_a)^2$$

The square root then gives just the right answer, with the factor of 2 added to scale the energies right; thus

$$4E_i \vec{w}_a (\vec{w}_a - \vec{v}_a) = \left(-\vec{p}_i \cdot \vec{k}_a + (\vec{p} \cdot \vec{k}_a)^2\right)^{1/2}$$

I'd now like to consider the factor $d^3 k_a d^3 \vec{p}_i$, and show it can be expressed in the manifestly invariant form of

$$\frac{2\pi \delta(\vec{k}_a - 0) \, d^4 k_a \, \delta(\vec{p}_i - m^2) \, d^4 \vec{p}_i}{(2\pi)^4}$$

Consider now a single particle interaction to make things simpler. When we substitute this into the rate formula we have the complete manifestly invariant formula we desire!

$$\sigma_{\text{inel}} = \frac{2\pi}{2E_i 2\vec{w}_a} \left[ \frac{1}{\text{in}} \right] \left[ \frac{1}{\text{out}} \right] \left( \frac{\text{RELATIVISTIC MATRIX ELEMENT}}{2 \text{ INCOMING PARTICLE ENERGY}} \right)^2 \left( \frac{\text{RELATIVISTIC MATRIX ELEMENT}}{2 \text{ OUTGOING PARTICLE ENERGY}} \right)^2 \, \delta \left( P_{\text{in}} - P_{\text{out}} \right) \, \delta \left( P_{\text{out}} - m^2 \right) \, \frac{d^4 P_{\text{out}}}{(2\pi)^4}$$

In general terminology

$$\text{TRANSITION RATE} \propto \frac{2\pi}{(2 \text{ incoming particle energy})} \left( \frac{\text{RELATIVISTIC MATRIX ELEMENT}}{2 \text{ incoming particle energy}} \right)^2 \, \delta \left( P_{\text{in}} - P_{\text{out}} \right) \, \delta \left( P_{\text{out}} - m^2 \right) \, \frac{d^4 P_{\text{out}}}{(2\pi)^4}$$

In summary, we have considered almost all of the rules of QED in deriving this manifestly invariant scattering theory. I'd like to discuss now the one rule we haven't talked about.
45. **RULES OF QUANTUM ELECTRODYNAMICS**

So far we have discussed two of the three rules of Q.E.D.

1. The amplitude for a virtual e⁻ to propagate is \(\frac{1}{\hbar}\) m-\(\text{c}\).

2. The interaction of the photon and electron is coupled by the term \(\sqrt{\hbar c^2}\).

3. The amplitude for a virtual photon to propagate is proportional to \(\frac{\gamma^2}{\hbar^2} \frac{\gamma^2}{\hbar^2}\).

It is the third rule which we have not discussed and I'd like to do that now, then we will have all the conceptual tools needed to work out all kinds of problems. I will emphasize as we go on the use of space-time (Feynman) diagrams to work out the various problems. The diagrams serve as a very useful tool because once you are familiar with them and can write down all the topologically different diagrams for a given problem, then it is no longer necessary to work out the mathematics; i.e., write out all the matrix elements. By studying the various diagrams it will be possible to see which diagram is "stronger or weaker" than the others and thus appropriately simply the situation. If it becomes necessary to compute the expectation values for the process in question, then the diagram can be converted directly into the necessary form by careful labeling of the diagram.

**~ TWO PHOTON EMISSION ~**

As an example of what I mean, before I develop rule 3, let's consider a process which may not have been observed. Assume we have a photon scattering off an electron; what is the probability that two photons are scattered out? The process is given by the diagram

\[ \begin{array}{c}
\hline
\text{p, e} \\
\hline
\text{h, e} \\
\hline
\text{e', p'} \\
\end{array} \]

Let's assume the electron is initially at rest, i.e., \(\mathbf{p}_0 = (m, 0, 0)\).

In order to conserve momentum we must have that \(\mathbf{p} + \mathbf{p}_0 = \mathbf{p}_1 + \mathbf{p}_2 + \mathbf{h} + \mathbf{h}’.\)
Now we draw all the topologically different Feynman diagrams for this process.

We have them 6 diagrams which all must be added together.

I should point that each of these diagrams can be decomposed into eight more diagrams if we reverse the time occurrence of each event. But since our theory is relativistically invariant we don't need to do that. For exercise let's write one of these diagrams out, say #3, let's draw it again carefully labeling everything.

First $\mathbf{P}_2 = \mathbf{P}_1 + \mathbf{k}_a - \mathbf{k}_b - \mathbf{k}_c$ or $\mathbf{P}_2 + \mathbf{k}_c = \mathbf{P}_1 - \mathbf{k}_a + \mathbf{k}_b$

Writing out $M_3$

$$M_3 \propto \overline{U}_1 \mathbf{E}_c^* \mathbf{E}_a^* \mathbf{E}_b \overline{U}_1$$

$\mathbf{P}_1 - \mathbf{k}_a + \mathbf{k}_b - \mathbf{k}_c$ \hspace{1cm} $\mathbf{P}_1 - \mathbf{k}_a + \mathbf{k}_b - \mathbf{k}_c$

Reading from right to left (the way we write the matrix element out), the electron of momentum $\mathbf{P}_1$ in state $\overline{U}_1$ emits photon $\mathbf{k}_a$, propagates with energy $\mathbf{P}_1 - \mathbf{k}_a$, absorbs photon $\mathbf{k}_b$, propagates to with momentum $\mathbf{P}_1 - \mathbf{k}_a + \mathbf{k}_b$, finally it emits photon $\mathbf{k}_c$ and propagates on with momentum $\mathbf{P}_1 + \mathbf{k}_c$ and we ask the probability to be in state $\mathbf{U}_c$. Similarly for the other 5 processes $M's$ are computed such that the total rate is

$$\text{Rate} = \sigma \mathcal{V} = \frac{n}{2 \pi} \left( \frac{E_1 E_2 \mathcal{W}_1 \mathcal{W}_2 F_2}{\mathcal{W}_1 \mathcal{W}_2} \right) \cdot \left| \sum_{n=1}^{5} M_n \right|^2 \times \text{density of state}$$
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ELECTRON-ELECTRON SCATTERING,
THE RULE FOR VIRTUAL PHOTON PROPAGATION.

In order to develop the rule for virtual photon propagation
I will return to the old way of computing matrix elements
so you can see better where it comes from. The problem we want
To consider is two electron scattering. In the real world the
interaction picture looks like

\[ \begin{align*}
    e^-_1 & \rightarrow e^-_2 \\
    e^-_3 & \rightarrow e^-_4 \\
\end{align*} \]

The scattering potential is due to the Coulomb interaction of the
two charged particles. We will consider the case where the
electrons move fast enough that their motion is affected by
retardation effects. Thus we must worry about Q.E.D which allows
for photon emission during the emission. Otherwise for slow moving
electrons we would suppress the retardation effects and consider the
static interaction of the Coulomb field.

In the space-time picture the interaction looks like

\[ \begin{align*}
    \text{Here: The electron 1 interacts with the Coulomb field, releasing a photon which is subsequently absorbed by the other incoming electron 2.}
\end{align*} \]

In this process the vacuum state is excited by the virtual photon but the vacuum state is restored as the photon is absorbed. It should be clear that this process could happen another way if the second electron emits the photon first and then electron 1 absorbs it.

The \( \gamma \)'s will be explained in a minute. For purposes of simplicity we will consider the electrons as distinguishable. We could think of one as a mu meson which is an electron with a different mass. Thus we won't worry about the exchange of particles.
Since this is a two interaction process we must have the interaction term acting twice which tells us we want to compute the second order perturbation matrix element, i.e.,
\[ M_{fi} = \frac{9\pi e^2}{\hbar^2} \sum_{\nu} \frac{H_{2\nu}}{E_i - E_{\nu}} \]

Now we are going to work with the old non-relativistic theory and then show it is manifestly invariant. The description of the various states of the system is as follows:
1. Initial \( e_i^-, e_i^+ \), no photon
2. Intermediate \( e_3^-, e_i^- \), 1 photon
3. Final \( e_3^-, e_i^+ \), no photon

The intermediate momentum of the photon is \( \mathbf{Q} = \mathbf{P}_i - \mathbf{P}_3 \).

We can write down the matrix element for this interaction using our rules
\[ M_{fi}^1 = \frac{9\pi e^2}{\sqrt{2\omega_i} \sqrt{2\omega_q}} \frac{1}{(\mathbf{u}_3^* \cdot \mathbf{e}^* \mathbf{u}_i)} \frac{1}{E_i + \omega_i - (E_3 + \omega_i + \omega_q)} \]
\[ M_{fi}^2 = \frac{9\pi e^2}{\sqrt{2\omega_i} \sqrt{2\omega_q}} \frac{1}{(\mathbf{u}_3^* \cdot \mathbf{e}^* \mathbf{u}_i)} \frac{1}{E_i + \omega_i - (E_3 + \omega_i + \omega_q)} \]

Here \( \omega_q = \lambda q \) since \( c = 1 \).

To this term we must add the second possible amplitude,
\[ M_{fi}^2 = \frac{9\pi e^2}{\sqrt{2\omega_i} \sqrt{2\omega_q}} \frac{1}{(\mathbf{u}_3^* \cdot \mathbf{e}^* \mathbf{u}_i)} \frac{1}{E_i + \omega_i - (E_3 + \omega_i + \omega_q)} \]

To put these terms together we must put them over the same denominator. This can be done using the conservation of energy rule, i.e.,
\[ E_i + \omega_i = E_3 + \omega_q \text{ or } E_i - E_3 = E_3 - \omega_q \]

From \( M_{fi}^1 \):
\[ \frac{1}{E_i + \omega_i - (E_3 + \omega_i + \omega_q)} \]
\[ \frac{1}{E_i + \omega_i - (E_3 + \omega_i + \omega_q)} = \frac{1}{E_i - E_3 + \omega_q} \]

From \( M_{fi}^2 \):
\[ \frac{1}{E_i + \omega_i - (E_3 + \omega_i + \omega_q)} \]
\[ \frac{1}{E_i + \omega_i - (E_3 + \omega_i + \omega_q)} = \frac{1}{E_3 - \omega_q} \]

The common denominator here is \( (E_i - E_3)^2 - \omega_q \).
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\[ M = M' + M^2 = \frac{4 \pi \varepsilon_0}{(E_1 - E_2)^2 - \omega^2} \left[ \frac{(\mathbf{E}_1 \cdot \mathbf{E}_2) \mathbf{Q} - (\mathbf{E}_1 \cdot \mathbf{E}_2) \mathbf{Q} \cdot \mathbf{Q}}{(E_1 - E_2)^2 - \omega^2} \right] \]

This can be considerably simplified by subtracting and dividing out the numerator and denominator \( 2\omega Q \) and leaving

\[ M = \frac{4 \pi \varepsilon_0}{(E_1 - E_2)^2 - \omega^2} (\mathbf{u}_2^* \cdot \mathbf{Q} \mathbf{u}_2) (\mathbf{u}_3^* \cdot \mathbf{Q} \mathbf{u}_3) \]

Now recall that \( \omega^2 = -Q \cdot Q = (\mathbf{P}_1 - \mathbf{P}_2)^2 \) if we now imagine the photon is described by a 4 momentum with \( \mathbf{q}_4 = E_1 - E_2 \) and space part \( \mathbf{q} = \mathbf{P}_1 - \mathbf{P}_2 \) then \( \mathbf{q}^2 = \mathbf{q} \cdot \mathbf{q} = \mathbf{Q} \cdot \mathbf{Q} = \omega^2 \) so that

\[ M = \frac{4 \pi \varepsilon_0}{\mathbf{Q} \cdot \mathbf{Q}} (\mathbf{u}_2^* \cdot \mathbf{Q} \mathbf{u}_2) (\mathbf{u}_3^* \cdot \mathbf{Q} \mathbf{u}_3) \]

The strength of the interaction depends on the deviation of \( \mathbf{Q} \) from 0 momentum.

Our answer is not complete in the above form because we must sum over all possible polarizations \( \mathbf{Q}_\mu \) of the photon

\[ M = \sum_{\mathbf{Q}_\mu \text{pol}} \frac{4 \pi \varepsilon_0}{\mathbf{Q} \cdot \mathbf{Q}} (\mathbf{u}_2^* \cdot \mathbf{Q} \mathbf{u}_2) (\mathbf{u}_3^* \cdot \mathbf{Q} \mathbf{u}_3) \]

This is equivalent to sum of the four polarizations

\[ \frac{1}{4} \left( \mathbf{u}_2^* \mathbf{Q} \mathbf{u}_2 \right) \cdot \left( \mathbf{u}_3^* \mathbf{Q} \mathbf{u}_3 \right) + \frac{1}{4} \left( \mathbf{u}_2^* \mathbf{Q} \mathbf{u}_2 \right) \cdot \left( \mathbf{u}_3^* \mathbf{Q} \mathbf{u}_3 \right) \]

This doesn't look right since it does not equal the above matrix element; there is an extra piece in the expression involving \( \mathbf{Q} \cdot \mathbf{Q} \). Let's see if we can understand where this extra term came from by forcing the equation to the relativistically invariant. First we need the fact that \( \mathbf{u}_3 = \mathbf{u}_3^* \)

Then we have

\[- \frac{1}{4} \left( \mathbf{u}_2^* \mathbf{Q} \mathbf{u}_2 \right) \cdot \left( \mathbf{u}_3^* \mathbf{Q} \mathbf{u}_3 \right) + \frac{1}{4} \left( \mathbf{u}_2^* \mathbf{Q} \mathbf{u}_2 \right) \cdot \left( \mathbf{u}_3^* \mathbf{Q} \mathbf{u}_3 \right) \]
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Now \( \beta \bar{\alpha} = \gamma \) and by adding and subtracting
\((\bar{u}_q \gamma u_2)(\bar{u}_3 \gamma u_1)\) we get that

\[
M = \frac{\gamma}{Q^2} (\bar{u}_q \gamma u_2)(\bar{u}_3 \gamma u_1) + \frac{1}{Q^2} \left[ \frac{\gamma}{Q^2} (u_3^* \gamma \bar{u}_q u_2) (u_3^* \gamma \bar{u}_q u_1) - (\bar{u}_q \gamma u_2)(\bar{u}_3 \gamma u_1) \right]
\]

debris

We would have a nice relativistically invariant result if somehow the debris equals zero. Let's work on the term \( u_3^* \gamma \bar{u}_q u_2 \); this equals

\[
\frac{Q^2}{Q^2} u_3^* \gamma \bar{u}_q u_2 = u_3^* \left( \gamma \bar{u}_q \gamma u_2 - \gamma \bar{u}_q \gamma u_1 \right)
\]

But the Dirac equation predicts that \( \gamma \bar{u}_q \gamma u_2 = E_q u_1 - \beta m u_3 \)
and \( \gamma \bar{u}_q \gamma u_1 = E_q u_2 - \beta m u_3 \), so

\[
u_3^* \left( \gamma \bar{u}_q \gamma u_2 - \gamma \bar{u}_q \gamma u_1 \right) u_1 = u_3^* \left[ (E_1 - \beta m) - (E_2 - \beta m) \right] u_1
\]

Similarly, we can show that

\[
u_4^* \gamma \bar{u}_q u_2 = u_4^* u_2 \left( E_q - E_2 \right)
\]

Since \( E_1 - E_2 = E_q - E_2 \)

\[
u_4^* u_2 \left( E_q - E_2 \right) = u_4^* u_2 \left( E_1 - E_2 \right)
\]

Finally then

\[
\left( \frac{Q^2}{Q^2} u_4^* \gamma \bar{u}_q u_2 \right) u_3^* \gamma \bar{u}_q u_1 = \frac{Q^2}{Q^2} u_3^* u_4^* u_2 \left( E_1 - E_2 \right)^2
\]

Now the term \((\bar{u}_q \gamma u_2)(\bar{u}_3 \gamma u_1)\) can be rewritten since \( \beta = \gamma t \) and \( \bar{u}_p = u^*, \) i.e.,

\[
(\bar{u}_q \gamma u_2)(\bar{u}_3 \gamma u_1) = (u_q^* u_2)(u_3^* u_1)
\]

We have then

\[
debris = u_4^* \gamma \bar{u}_q u_2 u_3^* u_1 \left( E_1 - E_2 \right)^2 - u_4^* \gamma \bar{u}_q u_2 u_3^* u_1
\]

\[
= \frac{Q^2}{Q^2} u_4^* \gamma \bar{u}_q u_2 u_3^* u_1 \left( E_1 - E_2 \right)^2 - Q^2
\]

Recall that \( Q^2 = (E_1 - E_2)^2 - Q^2 \) so we have that
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Debris: \( \frac{U_2^* U_2 U_3^* U_1}{Q^2} \)

And this matrix element is non-zero. Damn! Too bad. We must find an explanation of why it appears in our formula.

If we think back to what we assumed when developing the rule for computing the interaction field potential we expressed the vector potential in terms of plane transverse waves. When we did that we assumed the Coulomb gauge which means we have a second term, the static instantaneous Coulomb interaction between the particles. The debris which we calculated is the Fourier transform of this static interaction term, \( e^{i \mathbf{q} \cdot \mathbf{r}} \), in momentum space, i.e.,

\[
\int \frac{e^{i \mathbf{q} \cdot \mathbf{r}}}{R} d^3r = \frac{4\pi}{Q^2}
\]

This term corresponds to instantaneous propagation of the virtual photon.

We have then a total of three diagrams which must be summed together to obtain the final result. The summation over the four polarizations is seen to be equivalent to transverse waves plus an instantaneous Coulomb interaction. However since our answer is invariant under a Lorentz transformation, it is meaningful to reduce the formula to the two different dynamical interactions involving the transverse field. The diagram we just computed is, therefore, ignored with and we replace it by the general photon coupling diagram.
**46. HIGHER ORDER CORRECTION TERMS**

We have developed a set of rules for computing the matrix elements between some initial and final states. The analysis of the interaction has been considered in a sequence of perturbation each with a strength of \( e^2/\hbar c = 1/137 \). The study led to the development of the rule for computing the scattering rates, i.e.,

\[
\text{Rates} = \left( \frac{1}{\pi} \right) \frac{1}{2E} |M_{f\bar{f}}|^2 \cdot \frac{d}{d\Omega_H} \delta(\sum \Phi_{in} - \sum \Phi_{out}) \cdot \int_{out} \frac{d^4P_{out}}{(2\pi)^4} \delta(P_{out}^2 - m_e^2)
\]

The rules for calculating \( M_{f\bar{f}} \) were derived and were given in the form of propagator.

**Virtual Electron Propagator**

\[
\frac{1}{p - m_e}
\]

**Virtual Photon Propagator**

\[
\frac{1}{\omega^2} \frac{1}{\omega^2 - \frac{1}{\epsilon}}
\]

**Real Photon Emission**

The rule for summing over all momenta requires integration over \( d^4k / (2\pi)^4 \).

**First Order Perturbation**

If the desired accuracy of a process is about 1%, then the first order perturbation theory is adequate, i.e., \( (e^2/\hbar c)^4 = 1/137 \approx 1\% \). This lowest order perturbation implies the interaction acts only once. Therefore our diagrams can only be coupled by diagrams on the right:

As an example of how the rules work, let's consider the possibility of pair production from electron scattering by a nuclear field. The nuclear field is essentially a stationary electron field as constructed in the lab. Thus the paths in the cloud chamber would have a fast electron coming in with a pair being produced. The essentially lines of the diagram are drawn next.
PAIR PRODUCTION FROM ELECTRON ScATTERING FROM A NUCLEAR FIELD.

The problem is how to interconnect the kinks in the diagrams because for every kink we need a "wire" to hook onto. Since our interest is only to first order, we only have to worry about single line interconnects. Since there are 3 kinks, there should be 6 diagrams. One such diagram is

In this diagram \( \mathbf{P}_1 \) and \( \mathbf{P}_6 \) are the physically incoming particles, while \( \mathbf{P}_1 = (m,0,0) \) and \( \mathbf{P}_4, \mathbf{P}_3 \) are the outgoing electrons. \( \mathbf{P}_5 \) is the newly created electron while \( \mathbf{P}_6 \) is its created pair and represents a physically outgoing positron. Mathematically \( \mathbf{P}_6 \) is considered an incoming particle. The pair production wing of the diagram is coupled to the collision by the polarized photons of a vector propagator \( \gamma_x \) and \( \gamma_y \). We can not write down \( M \) for the process. Above each term in the expression for \( M \) I have expressed for the part of the diagram which is written out mathematically,

\[
M = \left( 4\pi e^2 \right)^{-1} \left( \overline{u}_5 \gamma_y \gamma_1 \overline{u}_6 \right) \left( \overline{u}_3 \gamma_y \gamma_3 \overline{u}_5 \right) \left( \overline{u}_4 \gamma_y \gamma_2 \overline{u}_6 \right) \left( \frac{1}{(\mathbf{P}_2 - \mathbf{P}_4)^2} \right) \left( \frac{1}{(\mathbf{P}_1 - \mathbf{P}_3)^2} \right)
\]
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In writing this scattering matrix element we must decide what to do with \( \mathbf{u}_0 \), i.e., what do we use for it. If we call the momentum of a positron, \( \mathbf{p} \), then \( \mathbf{p}_0 \) equals the negative of \( \mathbf{p} \). Since \( \mathbf{p}_0 \mathbf{u}_0 = -m_e \mathbf{u}_0 \), \( \mathbf{p}_0 \mathbf{u}_0 = +m_e \mathbf{u}_0 \). Clearly we are getting into difficulty distinguishing between particles which are incoming and outgoing both physically and mathematically.

Let's define the initial and final state in a time sense such that the initial state occurs before the final state. Entrance and exit states will be defined in a mathematical sense. The direction arrows will refer to entrance and exit states: thus the initial positron is in the exit state while the final positron is in the entrance state. With this definition we can express \( \mathbf{M} \) as the product of \( \mathbf{M}_{\text{exit}} \) entrance.

I should point out in the process just described if the denominators are small, i.e., \( \mathbf{p}_0 \simeq \mathbf{p}_1 \) and \( \mathbf{p}_0 = \mathbf{p}_2 \), then the scattering is strong and QED is a good predictor of the coupling such that the rate can be accurately, precisely determined. This is not very interesting QED unless you like precision. On the other hand when \( \mathbf{p}_0 \mathbf{p}_1 \) and \( \mathbf{p}_0 \mathbf{p}_2 \) are large, implying very short distance coupling, then QED gets interesting and the accuracy starts to fall apart. Errors on the order of 5 to 10 percent are more common than errors of a few part in a million.

Self-energy of the electron

I'd like to discuss higher order correction to the first-order perturbation theory just described. In particular I'd like to discuss the complication of \( \mathbf{M}_{\mathbf{p}} \) due to the diagonal elements of \( \mathbf{H} \). It is the non-diagonal elements of \( \mathbf{H} \), the \( \mathbf{M}_{\mathbf{p}} \) elements that we have used to compute the transition rates. The \( \mathbf{H} \) is now to be the interaction of the state with itself. As a result \( \mathbf{M}_{\mathbf{p}} \) is not a rate of transition but rather a shift in energy, but we must be careful because the normalization is off.
Suppose I want to calculate the energy shift of the electron due to its action back on itself. I want then to compute \( \Delta E = u^* H u \). We know that \( u^* u = 2E \) so let's divide through by \( u^* u \) and get
\[
2\Delta E = \frac{u^* H u \ u^* u}{u^* u}
\]
or
\[
2E \Delta E = M \bar{m}.
\]
Since \( E^2 = p^2 - m^2 \) and \( p \) is the same before and after the perturbation, the change in energy is equivalent to a change in mass. We can interpret the diagonal elements, \( M \bar{m} \), as a correction to the mass, actually it is the correction to the mass squared.

The physical interpretation of the self-energy correction is that an electron at rest has a finite probability of making a virtual transition to some new momentum state \( p \) plus simultaneously existing with a photon. Ultimately the photon is re-absorbed back. Since the perturbation acts twice, the correction is second order. The diagram for the process is not the right; unfortunately when the correction is computed, it comes out infinite. Wait, the one electron could have been at rest and that is an uninnvariant calculation so let the electron be moving. Now we correct for the energy difference but we find that the Lorentz transformation does not give the right correction. We're still in trouble. What about the Coulomb field? Did we forget it? Well \( e^2/4\pi \) is likewise infinite so now we have 2 infinite energy results. How can we put them together so that they balance and give a relativistically invariant result? One way, which we have already discussed, is to cut off the frequency at some arbitrary large value. But this approach is not manifestly invariant. This infinite energy problem plagued QED up to 1949, and even today it still bothers us. But we keep the shell game going by a lot of tricks to get around the problem but it is still with us.
Let's try to calculate the energy shift and see what happens. The integral over all photons is

\[ \Delta m^2 = Mii = \frac{1}{(2\pi)^3} \int \frac{\bar{u} \gamma_n \cdot \gamma_n u}{(p - k)^2 - m^2 i\epsilon} \, d^4k \]

It should be evident how \( Mii \) is expressed, from previous work. Since \( Mii \) gets squared, I have left out the \( \epsilon \)'s which go along; they are just unessential complications.

Now what value of \( k \) do we use, i.e., what mode is excited? Since in a cavity resonator any mode may be excited, we must integrate over all possible momenta of the virtual photon. I should point out we are worried only about first order corrections here even though a two photon emission and reabsorption is possible.

How do we do the integral? It looks frightening since there are matrices in the denominator. Let's put them in the numerator and collect the imaginary piece in the definition of the mass, i.e.,

\[ \bar{u} \gamma_n \frac{1}{p - k - m} \gamma_n u = \bar{u} \gamma_n \frac{(p - k + m) \gamma_n u}{(p - k)^2 - m^2} \]

We can work on the right side some by observing if the \( \gamma_n \)'s were next to each other things would be computationally easier. That is we know \( \gamma_n \gamma_m = \gamma_n \delta_{mn} - \gamma_n X_m - \gamma_m X_n - \gamma_m \delta_{mn} = 1 - (\gamma^2 - 1)(\gamma^2 - 1) \)

or \( \gamma_n \gamma_m = 4. \) Clearly \( m \gamma_n \gamma_m = m \delta_{mn} \gamma_n = 4m. \) But what about \( \gamma_n (p - k) \gamma_m. \) We need the rule for \( \gamma_n \not\gamma_m \) which you recall is commutative by the 4 vector commutation rule.

\[ \gamma_n \not\gamma_m = -\not\gamma_m \gamma_n + 2 \gamma_n \gamma_m \]

Thus \( \gamma_n \not\gamma_m = \gamma_n (-\gamma_n \gamma_m) + \gamma_m (2 \gamma_n) = -9 \gamma_n^2 + 2 \gamma_n \gamma_m \)

so that

\[ \bar{u} \gamma_n \frac{(p - k + m) \gamma_n u}{(p - k)^2 - m^2} = \bar{u} \frac{[-2p - 2k + 4m] u}{(p - k)^2 - m^2} \]

Now \( pu = mu \) so we have

\[ \bar{u} \frac{(2m - 2k) u}{(p - k)^2 - m^2} \]
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Since $\mathbf{u}$ is normalized such that $\mathbf{u}\cdot\mathbf{u} = 2m$ we have that
\[ +2m \mathbf{u} \cdot \mathbf{u} = +2m^2 \]
Also we can simply $\mathbf{u}(z \mathbf{k})\mathbf{u}$ as $z(2z \mathbf{k} \cdot \mathbf{u}) = 4z^2 \mathbf{k} \cdot \mathbf{u}$
Since the photon has $m^2 = 0$. The integral of interest is now
\[ M = 4\pi e^2 \int \frac{4m^2 + 4p \cdot k}{(p - k)^2 - m^2} \frac{d^4 k}{k^2 (2\pi)^4} \]
The denominator can be simplified by noting that $p \cdot u = mu$
or $p^2 = m^2$. Therefore
\[ M = 4\pi e^2 \int \frac{4m^2 + 4p \cdot k}{(k^2 - 2p \cdot k + m^2)} \frac{d^4 k}{k^2 (2\pi)^4} \]
If we assume the electron is at rest then $p = (m, 0, 0, 0)$
and assume $k = (y, 0, 0, 0)$ such that
\[ M = 4\pi e^2 \int \frac{4m^2 + 4my}{y^2 - 2my + 4m^2} \frac{dy d^3 k (2\pi)^4}{k^2} \]
Evaluating this integral gives an infinite value.
47. MASS AND CHARGE
RENORMALIZATION

Last time we discussed the infinite self-energy of the electron by working out the diagonal elements of the scattering matrix \( M \). There is another way to calculate the self-energy using the diagram technique. As an example, consider again the Compton effect as the basic reaction, and now let's ask how we can correct the results by going to higher order in the perturbation expansion. The second order correction limits us to one additional electron which must be emitted and absorbed. The possible modifications to the first order process are many, if the virtual electron is almost free, i.e., the propagator is close to the right mass. Then the intermediate state can last a long time. In the intermediate state many virtual photons can exist.

The basic second order process is the following:

\[
X \xrightarrow{P} Y
\]

Here the electron starts in some state \( X \), and we really aren't concerned what the initial state is, and propagates to some final state \( Y \). Thus \( X \rightarrow Y \) could be any one of the three straight lines in the Compton scattering diagram. If the electron is nearly free, i.e., \( P^2 = m^2 \), then there may be more photons existing. If we concern ourselves, first, with only one virtual photon existing at a time, we have possible diagrams like

\[
\text{etc.}
\]

Less likely, but possibly occurring, two and more virtual photons can exist simultaneously. Then we get diagrams like.
EVEN WORSE THERE IS STILL ANOTHER POSSIBLE VIRTUAL STATE
AND THAT IS WHERE THE VIRTUAL PHOTON, OF SUFFICIENT ENERGY,
CREATES A VIRTUAL PAIR, WHICH ANNIHILATE AND ULTIMATELY
RETURN TO THE ELECTRON.

THE LAST DIAGRAM DESCRIBES WHAT IS CALLED VACUUM POLARIZATION.
I'll COME BACK TO THIS PROCESS A LITTLE LATER.

RIGHT NOW I WANT TO CONSIDER RADIATIVE CORRECTIONS WHICH
ARE ONLY ACCURATE TO FIRST ORDER IN $e^2/\hbar c$, i.e., $\approx 1\%$. I HAVE
THEREFORE CHOSEN TO EXCLUDE ALL THE VIRTUAL STATES WHERE MORE
THAN ONE PHOTON EXISTS. NONETHLESS I STILL HAVE A SERIES
OF DIAGRAMS OF THE TYPE ON PAGE 45 WHICH MUST BE DEALT
WITH. SINCE THAT IS GOING TO CREATE ENOUGH PROBLEM IN ITSELF
I CHOOSE TO MAKE IT AS EASY AS POSSIBLE BY SIMPLIFYING
THE ANALYSIS.

TO BEGIN THE ANALYSIS THE ELECTRON IS ASSUMED TO
BE NEARLY FREE, i.e. $p^2 \neq m^2$ PRECISELY, BUT INSTEAD
$$p^2 = m^2 (1 + \epsilon)^2$$
WHERE $\epsilon = \frac{\hbar}{MT}$ FROM THE UNCERTAINTY PRINCIPLE. $T$ IS THE
INTERVAL BETWEEN SCATTERINGS. SINCE $T$ IS LARGE,
$\epsilon$ IS SMALL.

NOW CONSIDER THE ZERO-ORDER DIAGRAM FOR DETERMINING
THE AMPLITUDE TO PROPAGATE FROM $X$ TO $Y$, i.e.,
$$\text{AMP}(0) = Y \frac{1}{p^2 - m^2} X$$
REWRITING
$$\text{AMP}(0) = Y \frac{p^2 + m^2}{p^2 - m^2} \frac{X}{2m^2 \epsilon}$$
TO ORDER $\epsilon$. 
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The next order diagram is interesting because it allows for the emission and reabsorption of a virtual photon. Because we must sum over all possible momenta of the virtual photon, the amplitude is

\[
\text{AMP}(1) = \int \frac{1}{p-m} \frac{1}{p' - p - m} \frac{1}{p} \frac{1}{p'} \frac{1}{p - m} X \quad \text{(211)}
\]

If we define the variable \( B(p) \) to be

\[
B(p) = \int \frac{1}{p - m} \frac{1}{p'} d^4k \quad \text{(211)}
\]

Then we can write

\[
\text{AMP}(1) = \int \frac{1}{p - m} B(p) \frac{1}{p - m} X
\]

We can now write the next order diagram as

\[
\text{AMP}(2) = \int \frac{1}{p - m} B(p) \frac{1}{p - m} B(p) \frac{1}{p - m} X
\]

Now we have a series of these amplitudes which must be added to include all possible corrections in \( e^2 \). Thus to sum the series we make use of the sensational fact that

\[
\frac{1}{A + B} = \frac{1}{A} + \frac{1}{A} B \frac{1}{A} + \frac{1}{A} B \frac{1}{A} B \frac{1}{A} + \ldots
\]

where \( A \) and \( B \) are noncommuting operators. The sum of all these "bubble" as some think of them is just

\[
\int \frac{1}{p - m - B(p)} X = \sum \text{AMP}_{\text{all } e^2 \text{ terms}}
\]

Again our approximation is to order \( e^2 \) and we haven't included the diagrams to order \( e^3 \) which are like the one on the right.

It would be nice if \( B(p) \) were just a number because it would then correspond to a correction to propagator, i.e., the mass is changed by a small amount. Physically, this means that the experimentally measured mass really includes the effect of the virtual processes just mentioned.
Thus B represents the correction to the theoretical mass due to the self energy of the particle. If we assume that B(cP) has the mathematical form of

\[ B(cP) = a(cP) \vec{P} + b(cP) \]

Then the amplitude to get from X to Y is

\[ X \rightarrow Y : \frac{1}{(1-a)\vec{P} - (m+b)} X = \frac{Y \left( (1-A)\vec{P} + (m+b) \right)}{(1-A)^2\vec{P}^2 - (m+b)^2} \]

Or written differently as

\[ \frac{Y}{(1-a)(P - m')} \frac{1}{1-a} \frac{X}{1-a} \]

Where \( m' = m + b = m + b + ma \)

And \( b + ma \) is the correction to the mass.

The extra term \( \frac{1}{1-a} \) under \( Y \) and \( X \) are curious terms because they are interpreted to mean that each time the photon interacts it has its charge slightly changed so the coupling strength is modified. The change in mass and charge of the electron are referred to as mass and charge renormalization. The idea then is with a somewhat different mass and somewhat different coupling the mass of the electron is really known because you can work backward from the experimentally determinable mass, \( m' \).

Well, not quite! You see B(cP) turns out to be an infinite integral. You can readily see that by observing that the integral is of the form \( \int \frac{d^4k}{k^2} \propto \int d^4k \times \ln k \)

Thus the integral is logarithmically divergent.

What do we do? Certainly if \( B = 0 \) the whole QED theory collapses, but since it is a good theory to explain the phenomena we see we would like to use it. We have to fix up the theory by modifying the rules of photon propagation.
Lambda Theory for Mass Renormalization

Suppose that the propagator for a virtual photon is \( \frac{1}{k^2} \) for small values of \( k \) (i.e., corresponding to wavelengths on the order of meters, centimeters, millimeters) and goes to zero. For wavelengths of \( 10^{-3} \) cm and energies on the order of 1 eV, the propagator falls off more rapidly.

\[
\frac{1}{k^2} \to \frac{1}{k^2} \left[ \frac{-\Delta}{k^2 - \Lambda^2} \right]
\]

This convergence factor, call it \( C(k) = -\frac{\Delta}{k^2 - \Lambda^2} \), is chosen to be relativistically invariant. For small values of \( k^2 \), \( C(k) \) is almost \( 1 \); for large values of \( k^2 \), \( C(k) \) goes as \( \frac{1}{k^2} \), so the whole propagator goes as \( \frac{1}{k^2} \). The \( \Delta \) factor is chosen to make all this approximation stuff work. We should now try to evaluate \( \beta \) using this new propagator.

Therefore we want to evaluate

\[
B^\Lambda = 9 \Lambda \beta \frac{\gamma_m}{(k^2 - 2P \cdot k + P^2 - m^2)} \frac{d^4 k}{k^2} \left[ \frac{-\Lambda^2}{k^2 - \Lambda^2} \right]
\]

Using the relationships that \( \gamma_m \beta_m = 4 \) and \( \gamma_m \beta_c \gamma_m = -2 \beta \), we can get the equation of \( \gamma_m \)'s and also noting to replace \( P^2 \) by \( m^2 \). Since we want the mass correction, then

\[
B^\Lambda = 9 \Lambda \beta \int \left[ -2 \left( P \cdot k \right) + 4m \right] \frac{d^4 k}{k^2} \left[ \frac{-\Lambda^2}{k^2 - \Lambda^2} \right]
\]

This integral can be evaluated to be

\[
B^\Lambda = b + ma = \frac{3}{2} m \beta \frac{\gamma^2}{\pi} \left[ 3 \ln \left( \frac{\Lambda}{m} \right) + \frac{3}{4} \right] = \Delta m
\]

The integral now converges but it depends on \( \Lambda \). As \( \Lambda \) gets bigger and bigger, corresponding to higher and higher frequencies, the mass correction gets bigger. Likewise, that is

\[
M_{\text{exper.}} = M_{\text{theoretical}} \left[ 1 + \frac{3 \beta \gamma}{2 \pi} \ln \left( \frac{\Lambda}{m} \right) \right]
\]

The problem is you can't take the limit as \( \Lambda \) goes to \( \infty \) because the mass correction blows up. If \( \Lambda \) were real and had a physical basis, we could understand how to use it. But we work blind.
Even if \( \Delta \) were very large say \( \approx 100 \text{ GeV} \) the mass correction is on the order of 10%. It seems like the mass correction is insensitive to the high frequency cutoff.

In dealing with higher order corrections to processes involving electron-photon interaction, logarithmic divergences are the worst kind encountered, so far that is. However, if the answer to every physical question is expressed in terms of the experimental mass, i.e., \( M_{\exp} = M + \Delta M \), then expanded to first order in \( \Delta \), the coefficient of \( \ln \Delta / \Delta \) becomes equal to zero and the result is insensitive to the cutoff frequency; the limit as \( \Delta \to 0 \) cannot be taken and the result is infinite.

We thus have another rule for QED when solving problems of this type: (1) Put in an arbitrary cutoff factor \( C(\frac{\Lambda^2}{\Lambda^2 - \Lambda^2}) \); and observe the sensitivity to \( \Lambda \); (2) Express everything in terms of the experimental mass; (3) Take the limit as \( \Lambda \to 0 \) and get the correct answer.

While this procedure does seem to agree quite accurately with experiments, it is not clear that it is a valid one. The answer still could be different as we consider higher order corrections, i.e., where 2 or more virtual photons exist simultaneously. The theory is valid to corrections in order \( \Lambda^2 \) but the sum of the series goes as \( n! \left( \frac{e^i}{\lambda c} \right)^n \). When \( n \approx 137 \) then \( n! \) starts to dominate the series and it may diverge.

**Charge Renormalization, Vacuum Polarization**

There is another infinity which we should deal with and it is associated with the probability of creating a virtual pair. There is again a series of diagrams which must be summed as before.
Using the same trick as before, the series can be summed to produce, in effect, a modified charge $e'$ coupling the photon to the electron. $e'$ is the experimental charge measured and it differs from the theoretical value as

$$e_{\text{exp}} = \frac{e_{\text{theoretical}}}{1 - y}$$

where $y$ approaches a constant. $e'$ is called the renormalized charge. The interpretation of the charge shift is that it is a small correction to the Coulomb potential. However, a logarithmic divergence still appears so we express the answer in terms of $e'$, take the limit in the first few orders of the perturbation. It is amazingly that while all these tricks seem to work and give the right answer, we don’t understand why - the problem is too hard to solve.
MORE ON CHARGE RENORMALIZATION

LAST TIME WE TALKED BRIEFLY ABOUT CHARGE RENORMALIZATION AND I'D LIKE TO DISCUSS IT NOW IN MORE DETAIL.

CONSIDER THE PROBLEM OF TWO ELECTRONS INTERACTING THROUGH THE COULOMB FIELD AND SCATTERING AT SMALL ANGLES

\[ \begin{array}{c}
1 \\
\downarrow
\end{array} \quad \begin{array}{c}
2 \\
\downarrow
\end{array} \quad \begin{array}{c}
3 \\
\downarrow
\end{array} \quad \begin{array}{c}
4 \\
\downarrow
\end{array} \]

The electrons are Coulomb coupled by the virtual photon \( \gamma \) with an amplitude given by:

\[ 4\pi e^2 (U_1 \gamma \gamma_2 U_3) \frac{1}{q^2} (\bar{U}_4 \gamma U_4) \]

There is another diagram, one of many, for the above interaction wherein a virtual pair is produced, i.e.,

\[ \begin{array}{c}
1 \\
\downarrow
\end{array} \quad \begin{array}{c}
2 \\
\downarrow
\end{array} \quad \begin{array}{c}
3 \\
\downarrow
\end{array} \quad \begin{array}{c}
4 \\
\downarrow
\end{array} \]

On page 50 are some of the other possible diagrams. To compute the contribution of this diagram to the scattering rate we have to follow the electron around the closed loop. We start with \( 4\pi e \gamma \gamma_2 \) which is the amplitude to annihilate the \( \gamma \) photon; \( \frac{1}{q^2} \) is the amplitude for the electron to propagate between the \( \gamma \) photon vertices; \( 4\pi e \gamma \gamma_1 \) is the amplitude to emit a photon of polarization \( \gamma \); and \( \frac{1}{(p-\gamma-m)} \) is the amplitude for the electron to propagate back to its starting place. The total amplitude is then

\[ 4\pi e^2 (U_1 \gamma \gamma_2 U_3) \frac{1}{q^2} \left[ \int \text{Spin} \left( \frac{\gamma_1}{p-m} \frac{\gamma_2}{p-\gamma-m} \right) q^2 d^3p \right] \frac{1}{q^2} (U_4 \gamma U_4) \]

The integral sums over all possible momentum \( p \) and initial states. A side remark may be in order to explain this point in more detail. The integral contains a spin which means we sum over all directions of the electron spin.
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Let’s take a loop where we start in some state \( u \) and end up in that state after circulating around the loop. We want to evaluate

\[
\Sigma_{\text{spin } u} (\bar{u}, M u)
\]

where \( M \) is the matrix element to get around the loop,

\[
M = Y_u \frac{1}{p - \gamma - m} Y_v \frac{1}{p - m}
\]

Ordinarily when a matrix is projected into \( \bar{u} u \) and summed over all values of \( u \), the result is the trace or spur of the matrix, i.e.

\[
\Sigma_{\text{all } u} (\bar{u} M u) = \text{Spur} M = \text{Trace} M
\]

where Trace \( M \) equals the sum of the diagonal elements. Now suppose we want the sum over 2 different spins, why not sum over all \( u \)'s and somehow restrict the result to the 4 four solutions to two. Since \( \bar{u} u = m \) of an electron at rest most satisfy \( \bar{u} u = m u \) which has the solutions

\[
\bar{u} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}
\]

we want the solutions that satisfy \( \bar{u} u = m u \) and don’t want the solutions that satisfy \( -\bar{u} v = m v \). So let’s rewrite the \( \Sigma \) over spins of \( u \) as

\[
\Sigma_{\text{spin } u} (\bar{u} M u) = \Sigma_{\text{all } u} (\bar{u} M (p + m) u) = \text{Tr} \left[ \frac{M (p + m)}{2m} \right]
\]

Thus when we sum over the two negative states we get zero.

Some useful properties of a spur are

\[
\begin{align*}
\text{Sp} [u] &= 4 \\
\text{Sp} [\gamma_u] &= 0 \\
\text{Sp} [\gamma_i \gamma_j] &= 0 \\
\text{Sp} [\gamma_5] &= 0 \\
\text{Sp} [\gamma_i \gamma_5] &= -4
\end{align*}
\]
Returning to the integral let's see what happens when we try to work it out. Consider the integral has a form of the following

$$\int dp \left| \frac{1}{p^2 - m^2} \frac{1}{p^2 - q^2} \right|$$

We suppose that \( q \) is small enough that we can make a power expansion in \( q \) of the term \( \frac{1}{p^2 - m^2} \). When we do that and evaluate the integral we get an amplitude like

$$- (q \text{e}^2) \left( U_q Y_{\mu \nu} U_\nu \right) \left( \frac{1}{q^2} \right)$$

But as \( q \) gets small this term may dominate the diagram which is troubling so we must consider the next order diagram,

$$+ (q \text{e}^2)^2 \left( U_q Y_{\mu \nu} U_\nu \right) \left( \frac{1}{q^2} \right) \left( \frac{1}{q^2} \right)$$

Now you keep doing this and finally add up all the terms,

$$4 \text{e}^2 \left( U_q Y_{\mu \nu} U_\nu \right) \left\{ \frac{1}{q^2} - \frac{4 \text{e}^2}{q^4} + \frac{(4 \text{e}^2)^2}{64} + \cdots \right\}$$

This is interesting because it says the law for photon propagation is wrong and really the photon has a rest mass \( 4 \text{e}^2 \). Well experimentally no evidence supports this conclusion so \( a \) must be zero. If \( a \neq 0 \) the Q.E.D would not describe nature right.

Terms involving \( q^2 \) are zero since \( U_q Y_{\mu \nu} U_\nu \) = current = \( j_{\mu} q_{\nu} \)

And the divergence of the current is zero. So we won't worry about \( q \text{e} Y \) terms. That leaves only the \( b q^2 j_{\mu} \) term to worry about.

By a similar series expansion as above for the \( a \) term we get that the loop amplitude is given by

$$4 \text{e}^2 \left( U_q Y_{\mu \nu} U_\nu \right) \left\{ \frac{1}{q^2} - \frac{4 \text{e}^2}{q^4} + \cdots \right\}$$

I can rewrite this as

$$4 \text{e}^2 j_{\mu} \left\{ \frac{1}{q^2} \left( \frac{1}{1 + (4 \text{e}^2) q^2} \right) \right\} j_{\mu}$$

\( b \) here is defined as a negative quantity. So finally we can
Write \[ \frac{1}{2} \int \frac{d \mathbf{u}}{q^2} \int \mathbf{u} \cdot \mathbf{j} \]

Where the new charge \( e' = \frac{e}{1 + q \Phi e b} \)

The coupling law thus changes so the currents interact according to Maxwell's Coulomb law but with a modified charge. Whenever we quote "\( e \)" we really mean \( e' \) because we can't solve the integral for \( b \). In essence, the charge is renormalized and the laws say to please express the results in terms of \( e' \) because \( e \) can't be determined. The integral for \( b \) contains a logarithmic divergent term which requires an arbitrary cutoff to be made in order to ever obtain a finite value for \( b \). This is another dilemma of Q.E.D.
Returning to the integral let's see what happens when we try to work it out. Consider the integral has a form of the following:

\[ \int sp \left[ \frac{\gamma_u}{p-m} \frac{1}{p \cdot q - m} \right] \frac{d^4p}{(2\pi)^4} = a \delta_{u\nu} + b q^2 \delta_{u\tau} + c q^2 q \nu \tau \ldots \]

We suppose that \( q \) is small enough that we can make a power expansion in \( q \) of the term \( \frac{1}{p \cdot q - m} \). When we do that and evaluate the integral we get an amplitude like:

\[-(4\pi e)^2 \left( \frac{\gamma_q \gamma_w \gamma_L}{q^2} \right) \frac{1}{q^2} \frac{1}{q^2} \frac{1}{q^2} \frac{1}{q^2} (\gamma_q \gamma_w \gamma_L)\]

But as \( q \) gets small this term may dominate the \( \gamma \gamma \gamma \) diagram which is troubling so we must consider the next order diagram, \( \gamma \gamma \gamma \gamma \gamma \) which when evaluated produces:

\[+(4\pi e)^3 \left( \frac{\gamma_q \gamma_w \gamma_L}{q^2} \right) \frac{1}{q^2} \frac{1}{q^2} \frac{1}{q^2} \frac{1}{q^2} (\gamma_q \gamma_w \gamma_L)\]

Now you keep doing this and finally add up all the terms,

\[4\pi e^2 (\gamma_q \gamma_w \gamma_L) \left\{ \frac{1}{q^2} - \frac{4\pi e^2}{8^2} \gamma_q \gamma_w \gamma_L \right\} (\gamma_q \gamma_w \gamma_L) = 4\pi e^2 (\gamma_q \gamma_w \gamma_L) \frac{1}{q^2} (\gamma_q \gamma_w \gamma_L)\]

This is interesting because it says the law for photon propagation is wrong and really the photon has a rest mass \( 4\pi e^2 \). Well experimentally no evidence supports that conclusion so we must be zero. If \( \alpha \neq 0 \) the Q.E.D would not describe nature right.

Terms involving \( \gamma_u \) are zero since \( \gamma_u \cdot \gamma_u = \text{current} = j_u \cdot \gamma_u \) and the divergence of the current is zero. So we don't worry about \( \gamma_u \) terms. That leaves only the \( b q^2 \delta_{u\tau} \) term to worry about.

By a similar series expansion as above for the a term we get that the loop amplitude is given by:

\[4\pi e^2 (\gamma_q \gamma_w \gamma_L) \frac{1}{q^2} (\gamma_q \gamma_w \gamma_L)\]

I can rewrite this as:

\[4\pi e^2 \frac{j_u}{q^2} \frac{1}{q^2} (1 + 4\pi e^2 b) j_u \]

b here is defined as a negative quantity. So finally we can
\[ 9\pi (e')^2 \int \frac{1}{q^2} d\mu \]

Where the new charge \( e' = \frac{e}{1 + 4\pi e'b} \).

The coupling law thus changes so the currents interact according to Maxwell's Coulomb law but with a modified charge. Whenever we quote "\( e \)" we really mean \( e' \) because we can't solve the integral for \( b \). In essence: the charge is renormalized and the law says to please express the results in terms of \( e' \) because \( e \) can't be determined. The integral for \( b \) contains a logarithmic divergent term which requires an arbitrary cutoff to be made in order to obtain a finite value for \( b \). This is another dilemma of Q.E.D.
There is a class of interactions which does not obey the known laws of electrodynamics, gravity, or strong interactions. The interaction is observed in nuclei that undergo a decay such as,

\[ N \rightarrow P + e^- + \bar{\nu} \]

This is called **β-decay**. Here, a neutron decays into a proton by emitting an electron and antineutrino. The neutrino is a massless particle with spin \( \frac{1}{2} \). Other types of β-decay are

\[ P \rightarrow N + e^+ + \nu \]

**Positron emission**

\[ P + e^- \rightarrow N + \gamma \]

**Electron capture**

\[ P + \mu^- \rightarrow N + \nu_\mu \]

**Mu-meson capture**

The characteristics of these interactions are the following:

1. Reaction times are on the order of \( 10^{-10} \) sec
2. Right and left symmetry is always violated
3. Strangeness is violated

In order to explain these interactions, Fermi (1934) proposed that they obey the same type of rule as electrodynamics which meant the transition rate is proportional to \( |M|_i^2 \), where \( M \) is some matrix element between the initial and final state.
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