
© 2000 Macmillan Magazines Ltd

8. Patthey, F. et al. High-resolution photoemission study of the low-energy excitations in 4f-electron

systems. Phys. Rev. B 42, 8864±8881 (1990).

9. Weschke, E. et al. Surface and bulk electronic structure of Ce metal studied by high-resolution

resonant photoemission. Phys. Rev. B 44, 8304±8307 (1991).

10. Kaindl, G. et al. Status and perspectives of high-resolution spectroscopy in the soft x-ray range. Rev.

Sci. Instrum. 63, 1234±1240 (1992).

11. Joyce, J. J. et al. Temperature-invariant photoelectron spectra in cerium heavy-fermion compounds:

Inconsistencies with the Kondo model. Phys. Rev. Lett. 68, 236±239 (1992).

12. DuoÁ , L. et al. The Ce 4f surface shift: A test for the Anderson-impurity Hamiltonian. Phys. Rev. B 54,

R17363±R17366 (1996).

13. Garnier, M. et al. Applicability of the single impurity model to photoemission spectroscopy of heavy

fermion Ce compounds. Phys. Rev. Lett. 78, 4127±4130 (1997).

14. Amato, A. et al. Thermopower and magneto-thermopower of CeRu2Si2 single crystals. J. Magn. Magn.

Mater. 76 & 77, 263±264 (1988).

15. Aoki, H., Uji, S., Albessard, A. K. & OÃ nuki, Y. Observation of heavy electrons in CeRu2Si2 via the dHvA

effect. J. Phys. Soc. Jpn 61, 3457±3461 (1992).

16. Hedo, M. et al. Magnetoresistance and de Haas-van Alphen oscillation in normal and super-

conducting CeRu2. Phil. Mag. B 77, 975±1000 (1998).

17. Yang, S.-H. et al. High-resolution photoemission study of CeRu2: The dual character of 4f electrons.

Phys. Rev. B 53, R11946±R11948 (1996).

18. Kang, J.-S. et al. Photoemission study of an f-electron superconductor: CeRu2. Phys. Rev. B 60, 5348±

5353 (1999).

19. Gunnarsson, O. & SchoÈnhammer, K. Photoemission from Ce compounds: Exact model calculation in

the limit of large degeneracy. Phys. Rev. Lett. 50, 604±607 (1983).

20. Allen, J. W. et al. Electronic structure of cerium and light rare-earth intermetallics. Adv. Phys. 35, 275±

316 (1986).

21. Bickers, N. E., Cox, D. L. & Wilkins, J. W. Thermodynamic, transport and excitation properties of Ce

impurities in a model metal: Kondo resonance and universality in the mixed-valent regime. Phys. Rev.

Lett. 54, 230±233 (1985).

22. Yeh, J. J. & Lindau, I. Atomic subshell photoionization cross sections and asymmetry parameters 1 # Z

# 103. At. Data Nucl. Data Tables 32, 1±155 (1985).

23. Witkowski, N. et al. Resonant photoemission study of the 4f spectral function of cerium in Ce/Fe(100)

interfaces. Phys. Rev. B 56, 12054±12057 (1997).

Acknowledgements

We thank S. Ueda, M. Kotsugi, K. Kadono and R.-J. Jung, and the staffs of SPring-8 and PF,
especially T. Matsushita, T. Nakatani, T. Muro, K. Mamiya and A. Kakizaki. We also thank
S. Imada for discussons. This work was supported by a Grant-in-Aid for COE Research
from the Ministry of Education, Science, Sports and Culture of Japan. The work was
performed under the approvals of the PF PAC and of the Japan Synchrotron Radiation
Research Institute.

Correspondence and requests for materials should be addressed to A.S.
(e-mail: sekiyama@mp.es.osaka-u.ac.jp).

letters to nature

398 NATURE | VOL 403 | 27 JANUARY 2000 | www.nature.com

.................................................................
Dynamic instabilities and memory
effects in vortex matter
Y. Paltiel*, E. Zeldov*², Y. N. Myasoedov*, H. Shtrikman*,
S. Bhattacharya³§, M. J. Higgins³, Z. L. Xiaok, E. Y. Andreik,
P. L. Gammel² & D. J. Bishop²

* Department of Condensed Matter Physics, The Weizmann Institute of Science,

Rehovot 76100, Israel
² Bell Laboratories, Lucent Technologies, Murray Hill, New Jersey 07974, USA
³ NEC Research Institute, 4 Independence Way, Princeton, New Jersey 08540, USA

§ Tata Institute of Fundamental Research, Mumbai-400005, India

kDepartment of Physics and Astronomy, Rutgers University, Piscataway,
New Jersey 08855, USA

..............................................................................................................................................

The magnetic ¯ux line lattice in type II superconductors serves as
a useful system in which to study condensed matter ¯ow, as its
dynamic properties are tunable. Recent studies have shown a
number of puzzling phenomena associated with vortex motion,
including: low-frequency noise1±5 and slow voltage oscillations3,6;
a history-dependent dynamic response7±12, and memory of the
direction, amplitude duration and frequency of the previously
applied current13,14; high vortex mobility for alternating current,
but no apparent vortex motion for direct currents13,15,16; and
strong suppression of an a.c. response by small d.c. bias13. Taken

together, these phenomena are incompatible with current under-
standing of vortex dynamics. Here we report a generic mechanism
that accounts for these observations. Our model, which is derived
from investigations of the current distribution across single
crystals of NbSe2, is based on a competition between the injection
of a disordered vortex phase at the sample edges, and the dynamic
annealing of this metastable disorder by the transport current.
For an alternating current, only narrow regions near the edges are
in the disordered phase, while for d.c. bias, most of the sample is
in the disordered phaseÐpreventing vortex motion because of
more ef®cient pinning. The resulting spatial dependence of the
disordered vortex system serves as an active memory of the
previous history.

In conventional superconductors like NbSe2, the anomalous
phenomena are found1,2,7±11,13±15 in the vicinity of the `peak effect'
where the critical current Ic increases sharply below the upper
critical ®eld Hc2 (Fig. 1a). The peak effect marks a structural
transformation1,2,7±11,17 of the vortex lattice: below the peak region
an ordered phase (OP) is present, which is dominated by the elastic
energy of the lattice and is, therefore, weakly pinned. On approach-
ing the peak region, however, the increased softening of the lattice
causes a transition into a disordered vortex phase (DP), which
accommodates better to the pinning landscape, resulting in a sharp
increase in Ic. In high-temperature superconductors like Bi2Sr2Ca-
Cu2O8, this situation is equivalent to the second magnetization
peak18, where the ordered Bragg-glass phase is believed to transform
into a disordered solid19±21. Figure 1a shows the Ic measured at
various frequencies. On the high-temperature side of the peak
effect, Ic is frequency independent; in this region the disordered
vortex phase is thermodynamically stable. In contrast, on the low-
temperature side, a signi®cant frequency dependence is
observed13,15; in this region, all the unusual vortex response phe-
nomena appear1,2,7±11,13±15. As described below, a dynamic coexis-
tence of the ordered vortex phase and a metastable disordered
vortex phase is established in this region in the presence of an
applied current. We ®rst outline the proposed mechanism, and then
present the experimental evidence.

The ®rst ingredient of the proposed model is the observation that
in NbSe2 the disordered vortex phase can be readily supercooled to
below the peak effect by ®eld cooling, where it remains metastable,
as the thermal ¯uctuations are negligible8±11. This supercooled
disordered phase is pinned more strongly and displays a signi®-
cantly larger critical current density (Jdis

c ) than that of the stable
ordered phase (Jord

c ). An externally applied current in excess of Jdis
c

serves as an effective temperature and `anneals' the metastable
disordered vortex phase, as observed by transport8, magnetic
response10, decoration22, and small-angle neutron scattering
(SANS) experiments23 on NbSe2.

The second ingredient of the model is the presence of substantial
surface barriers24, as observed recently25 in NbSe2. Consider a
steady-state ¯ow of an ordered vortex phase in the presence of a
transport current. In the standard platelet strip geometry, in a
perpendicular ®eld B, vortices penetrate from one edge of the
sample and leave at the opposite edge. In the absence of a surface
barrier, vortex penetration does not require any extra force. As a
result, the vortices penetrate close to their proper vortex lattice
locations, as dictated by the elastic forces of the lattice. In the
presence of a surface barrier, however, a large force is required for
vortex penetration and exit, and hence much of the applied current
¯ows at the edges in order to provide the necessary driving force25±28.
The surface barrier is known to be very sensitive to surface
imperfections. Therefore, the penetrating vortices are injected
predominantly at the weakest points of the barrier, thus destroying
the local order and forming a metastable disordered vortex phase
near the edge, which drifts into the sample with the ¯ow of the entire
lattice. (Note that steps on the surface or extended defects in
inhomogeneous samples could also act as injection points of the
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disordered phase). The applied current, therefore, has two effects:
the current that ¯ows at the edges causes `contamination' by
injecting a disordered vortex phase, while the current that ¯ows
in the bulk acts as an annealing mechanism. The observed dynamic
instabilities and memory phenomena arise for the ®ne balance
between these two competing processes.

The annealing process is sensitive to the exact location on the
H 2 T phase diagram. Below the peak effect, the disordered vortex
phase is highly unstable and therefore its relaxation time tr in the
presence of a driving force is very short. As a result, it anneals rapidly
over a characteristic `healing' length Lr � vtr, where v is the vortex
lattice drift velocity. The corresponding pro®le of the local critical

current density Jc(x) should therefore decay from Jdis
c to Jord

c over the
characteristic length scale Lr, as illustrated by the dotted line in
Fig. 1b. Note that Lr and tr are generally current dependent, and
decrease dramatically at elevated currents8. On the other hand, near
the peak effect the free energies of the disordered and the ordered
phases are comparable, and therefore the `life-times' of the dis-
ordered phase tr and the corresponding Lr are very large. As a result,
the front of the disordered phase, given by xd(t), progressively
penetrates into the bulk as shown by the solid line in Fig. 1b,
until the entire sample is contaminated. In this situation the
experimental, steady-state d.c. critical current Idc

c does not re¯ect
an equilibrium property, but rather a dynamic coexistence of two
phases. It is given by Idc

c � deW
0 Jc�x�dx < dLrJ

dis
c � d�W 2 Lr�J

ord
c for

Lr , W , and Idc
c < Idis

c � dW Jdis
c for Lr q W, where d and W are the

thickness and width of the sample, respectively (neglecting, for
simplicity, the surface barrier edge currents, and assuming, for
example, an exponential decay of Jc(x) in Fig. 1b).

The a.c. response of the system should be distinctly different,
because the contamination process occurs only near the edges,
where the disordered lattice periodically penetrates and leaves the
sample. For a square wave Iac of period Tac � 1=f , by the end of the
positive half cycle the disordered phase occupies the left edge to a
depth of xac

d , as illustrated by the solid curve in Fig. 1b. During the
negative half cycle the disordered phase on the left leaves the sample,
while a disordered phase on the right edge penetrates, until at
t � Tac a mirror-image pro®le is obtained, as shown by the dashed
line. Assuming xac

d , W , Lr, the effective Ic observed by a.c.
transport measurement is given by Iac

c < dxac
d Jdis

c � d�w 2 xac
d �J

ord
c .

Thus, an alternating current necessarily contaminates the sample
less than a direct current of the same amplitude, and therefore Iac

c is
always #Idc

c , as seen in Fig. 1a. In addition, as xac
d decreases with

frequency, Iac
c should decrease with f, explaining the frequency

dependence of Iac
c in Fig. 1a. Furthermore, and most importantly,
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Figure 1 Critical current versus temperature, and the dynamic coexistence of the ordered

and disordered phases. a, The peak effect in critical current Ic in NbSe2 crystal A versus

temperature, as measured with a d.c. drive, I dc
c (open squares), and a.c. drive, I ac

c , at 181

(®lled squares) and 881 Hz (circles). The critical current was determined resistively using a

voltage criterion of 1 mV. At low temperatures only the stable ordered vortex phase (OP) is

present. On the lower-temperature side of the peak effect, a metastable disordered vortex

phase (DP) coexists dynamically with the stable ordered phase, resulting in a frequency-

dependent Ic. On the high-temperature side of the peak effect, only the stable disordered

phase is present with no anomalous behaviour. Inset, experimental set-up. Several Fe-

doped (200 p.p.m.) single crystals of 2H-NbSe2 were investigated. Here we report data on

crystal A of 2:6 3 0:34 3 0:05 mm3 and T c � 6:0 K, and crystal B of

2:4 3 0:29 3 0:02 mm3 with T c � 6:05 K. Four electrical contacts were attached to the

top surface for transport measurements, with the voltage contact separation of

0:6 6 0:2 mm. The surface of the crystal was attached to an array of 19 two-dimensional

electron gas (2DEG) Hall sensors 10 3 10 mm2 each. The vortex lattice was initially

prepared in the ordered phase by zero-®eld-cooling to a low temperature at which the

disordered phase is unstable, and then slowly heated to the desired temperature in the

presence of a constant ®eld Ha applied parallel to the c axis. b, Schematic plot of the local

critical current density Jc(x ) across a crystal of width W. J dis
c and J ord

c are the values of the

critical current density in the fully disordered phase and in the ordered phase,

respectively. For Lr p W the disordered phase relaxes rapidly into ordered phase

resulting in the dotted Jc(x ) in the steady-state d.c. ¯ow. For Lr . W , the disordered

phase penetrates to a depth xd(t ) following the application of direct current at t � 0 (solid

curve). For an alternating current at t � T ac=2, the disordered phase occupies the left

edge to a depth of x ac
d (solid curve), and symmetrically the right edge at t � T ac (dashed

curve).
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Figure 2 Current density pro®les Jac(x ) in crystal B. These are obtained by inversion of the

self-induced ®eld measured by the Hall sensors. Shown are results for three frequencies f;

22 Hz (®lled circles), 181 Hz (open squares), and 481 Hz (®lled squares). A square wave

alternating current Iac was applied, and the corresponding self-induced magnetic ®eld

Bac(x ) across the crystal was measured by the Hall sensors using a lock-in ampli®er (see

Fig. 1 inset). By using the Biot-Savart law, Bac(x) was directly inverted25 to give the current-

density pro®les Jac(x ). The width x ac
d of the highly pinned disordered phase near the edges

grows with decreasing frequency, as expected. The measured Jac(x ) is the magnitude of

the local current density averaged over the a.c. cycle period. As a result, Jac(x ) re¯ects a

time-averaged superposition of solid and dashed Jc(x,t ) pro®les in Fig. 1b, which are

present separately during the positive and negative half-cycles. Close to the edges

the high J is present most of the time, while close to x ac
d it is present only a small fraction of

the a.c. period as the disordered phase moves in and out of the sample. Therefore, the

time-averaged Jac(x ) decreases smoothly from the edge to x ac
d . A more detailed analysis

shows that the ®rst-harmonic measurement by the lock-in ampli®er Fourier-transforms

the sharp instantaneous Jc(x,t ) of Fig. 1b into the observed smooth J ac
c �x � � J ord

c �

�J dis
c 2 J ord

c ��1 � cos�px =x ac
d ��=2� �J dis

c 2 J ord
c ��1 2 cos�p�x � x ac

d 2 W �=x ac
c ��=2. The

second and third terms hold at 0 < x < x ac
d and W 2 x ac

d < x < W , respectively, and

are zero otherwise.
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at suf®ciently high frequency Iac
c should approach the true Ic of the

stable phase. The steep increase of the 881-Hz Iacc data in Fig. 1a
(open circles) therefore indicates that the ordered vortex phase
transforms sharply into the disordered phase at the peak effect. In
contrast, the smooth behaviour of Idc

c re¯ects rather the dynamic
coexistence of the two phases, in which Lr gradually increases and
diverges on approaching the peak effect from below. From Fig. 1a we
can evaluate Lr and tr. For example, at T � 5:1 K, Idc

c < 50 mA is
about half way between Iord

c < 5 mA and the extrapolated
Idis

c < 100 mA, which means that Lr < 0:5W � 170 mm. The Idc
c

was measured at a voltage criterion of 1 mV, which translates into
vortex velocity of v < 4 3 10 2 3 m s 2 1, and hence tr = Lr/v < 4 ´ 10-2 s.
This value is well within the range of the relaxation times measured
previously8 by applying a current step to the ®eld-cooled metastable
disordered vortex phase.

We now provide a direct experimental manifestation of the
central aspect of the model, which is the spatial dependence of the
disordered system and Jc(x), and of the transport current distribu-
tion that traces this Jc(x) (see Fig. 1b). We have used Hall sensor
arrays to measure the a.c. transport current self-induced ®eld25±27

Bac(x), which is then directly inverted to give the current density
distribution Jac(x) using the Biot±Savart law, as described
previously25 (see Fig. 1a inset). Figure 2 shows the corresponding
current density pro®les Jac(x) measured at different frequencies. At
high f, the disordered vortex phase with the enhanced Jc is present
only in narrow regions near the edges (481-Hz data). As the
frequency is reduced, xac

d grows and correspondingly the enhanced
Jac(x) ¯ows in wider regions near the edges. Note that our measure-
ment procedure (see Fig. 2) provides the time-averaged local
amplitude of Jac(x), which is much smoother than the sharp
instantaneous pro®les in Fig. 1b.

We con®rm the above ®nding independently by measuring the
corresponding a.c. resistance of the sample Rac(f) (Fig. 3a). At high
frequencies, most of the sample is in the low pinning ordered phase
and therefore R is large. As f is decreased, progressively wider regions
near the edges become contaminated with the more strongly pinned
disordered phase, and thus Rac(f) decreases. If the applied Iac is
larger than Idc

c , a ®nite R will be measured at all frequencies; but if
Iac

c < Iac < Idc
c (see Fig. 1a), the measured R will vanish as f ! 0, as

observed in Fig. 3a. This explains the surprising phenomenon of
®nite vortex response to a.c. current, while for d.c. drive the vortex
motion is absent13,15,16. One can directly calculate the width of the
disordered regions from Rac(f) by noting that xac

d equals the distance
the entire lattice is displaced during half an a.c. period;
xac

d �f � � v=2f � R�f �Iac=2fLB, where L is the voltage contact separa-
tion. The open circles in Fig. 3b show xac

d obtained from Rac(f), while
the open squares show the xac

d derived directly from the Jac(x)
pro®les of Fig. 2. The good correspondence between the two
independent evaluations of xac

d demonstrates the self-consistency
of the model.

Next we address the extreme sensitivity of the a.c. response to a
small d.c. bias13, as shown in Fig. 4a, where Rac is presented as a
function of a superposed Idc. A d.c. bias of only 10% to 20% of Iac

suppresses Rac by orders of magnitude. This behaviour is a natural
consequence of the described mechanism, because the d.c. bias
contaminates the sample very similarly to the pure d.c. case, except
that Lr is now renormalized as follows. For Idc p Iac, the vortices
move back and forth during the a.c. cycle, with a forward displace-
ment being larger by about 2Idc/Iac. Therefore, a vortex that enters
through the sample edge and reaches a position accumulates a much
longer total displacement path of xIac/Idc. Because the annealing
process of the disordered vortex phase depends on the total
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Figure 3 Frequency dependence of the resistance Rac(f ) and of the width of the

disordered regions x ac
d in crystal B. a, At high frequencies Rac is large, as most of the

sample is in the weakly pinned ordered phase. As the frequency is decreased the

disordered regions increase and Rac drops sharply when x ac
d reaches values close to the

sample width. In the limit of zero f the resistance is zero as the applied current is lower

than I dc
c . b, The corresponding width of the disordered phase near the edges x ac

d derived

from the Rac(f ) data (circles) and from the Jac(x ) current pro®les of Fig. 2 (squares). As

expected, x ac
d increases monotonically with decreasing frequency. The decrease of the x ac

d

data (circles) at very low frequencies is an artefact. At such frequencies, the instantaneous

vortex motion is present mainly at the onset of the square wave Iac pulses, and decays

towards zero during the pulse13. In this situation the ®rst-harmonic Rac measurement by

the lock-in ampli®er underestimates the integrated vortex displacement. In addition to the

frequency dependence, x ac
d also changes signi®cantly when the amplitude of the a.c.

current Iac is varied. Here I ac � 10 mA was chosen, such that x ac
d becomes comparable to

the sample width at low frequencies.
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Figure 4 Measured resistance as a function of d.c. bias, and the corresponding

distribution of the alternating current in crystal A. a, At low d.c. bias, I dc ( 2 mA, only the

regions near the edges are contaminated by the disordered vortex phase as Leff
r is very

short, resulting in only a moderate decrease of the measured resistance Rac. (I ac � 20 mA

for all Rac measurements shown here.) For I dc ) 2 mA, the contamination becomes

substantial, and the signi®cant decrease of Rac is accompanied by enhanced noise due to

the local instabilities during the competing contamination and annealing processes. At still

larger d.c. bias, most of the sample becomes contaminated and Rac drops below our noise

level. The corresponding Jac(x ) pro®les in b show that for positive I dc � �5:7 mA (®lled

circles) a substantial part of the sample is contaminated from the left edge where the

vortices enter the crystal, and similarly from the right edge for negative bias

I dc � 25:7 mA (®lled squares).
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displacement regardless of the direction, the lattice at this location is
thus annealed substantially, as if the effective Lr is reduced to
Leff

r < LrIdc=Iac. Thus, at very small biases, the disordered phase is
present only within xad

d from the edges, as in the absence of a bias,
where the disordered vortices leave and re-penetrate every cycle.
Vortices that drift deeper into the bulk under the in¯uence of Idc are
practically fully annealed because of the very short Leff

r . As a result,
the initial decrease of Rac up to Idc < 2 mA (see Fig. 4a) is relatively
small. The corresponding Jac(x) in Fig. 4b at Idc � 1:7 mA shows
narrow contaminated regions near the edges, very similar to the
zero-bias case in Fig. 2. However, as Idc is increased, Leff

r grows and
the bulk of the sample becomes contaminated by the penetrating
disordered vortex phase, leading to a marked drop of Rac. In this
situation, Jac(x) at Idc � 5:7 mA shows a wide region of disordered
phase at the left edge. When Idc is inverted to -5.7 mA, a similar
situation is observed, but now the vorticesÐand hence the dis-
ordered phaseÐpenetrate from the right edge, as expected.

The revealed mechanism readily explains a wide range of addi-
tional reported phenomena. (1) The history of the previously
applied current is encoded in the spatial pro®le of the lattice
disorder, which is preserved after the current is switched off
owing to negligible thermal relaxation. On reapplying the current,
the vortex system will display a memory of all the parameters of the
previously applied current, including its direction, duration, ampli-
tude and frequency, as observed experimentally13,14. (2) Application
of a current step I , Idc

c to a sample in the ordered vortex phase
results in a transient response which decays to zero, as the dis-
ordered phase is able to penetrate only a limited distance. The
resulting new Ic of the sample is given by the condition that Ic � I, as
derived by fast transport measurements14,15. Such transient
phenomena would also display characteristic times shorter than,
or comparable to, the vortex transit time across the sample, in
agreement with observations13,14. (3) The competition between the
contamination and annealing processes is expected to result in local
instabilities, causing the reported noise enhancement below the
peak effect1,2 (see also Fig. 4a). (4) Related phenomena should be
observed in high-temperature superconductors in the vicinity of the
peak effect associated with the melting transition, or near the second
magnetization peak, consistent with experiments3±6,12,16. (5) In high-
temperature superconductors there is an additional consideration
of thermal activation of vortices over the surface barriers, which
may explain the reported slow voltage oscillations3±6. If the thermal
activation rate is higher than, or comparable to, the driving rate, the
slowly injected lattice will be ordered, in contrast to the disordered
vortex phase injected at higher drives. Thus, at a given applied
current, if the bulk of the sample is in the ordered vortex phase,
much of the current ¯ows on the edges, rapidly injecting a
disordered vortex phase through the surface barrier. Once the
bulk becomes contaminated, the resulting slower vortex motion
again causes injection of an ordered phase. This feedback mechan-
ism can explain the voltage oscillations3,6 in YBa2Cu3O7 and similar
narrow-band noise4,5 in YBa2Cu3O7 and Bi2Sr2CaCu2O8 with char-
acteristic frequencies comparable to the inverse transit time. Last,
we note that the described phenomena should be absent in the
Corbino disk geometry where vortices do not cross the sample
edges. Our studies of NbSe2 in this geometry (Y.P. et al., manuscript
in preparation) con®rm this prediction. M
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Finite-time singularitiesÐlocal divergences in the amplitude or
gradient of a physical observable at a particular timeÐoccur in a
diverse range of physical systems. Examples include singularities
capable of damaging optical ®bres and lasers in nonlinear optical
systems1, and gravitational singularities2 associated with black
holes. In ¯uid systems, the formation of ®nite-time singularities


