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In conventional ab initio methodologies, phonons are calculated by solving equations of motion
involving static interatomic force constants and atomic masses. The Born-Oppenheimer approximation,
where all electronic degrees of freedom are assumed to adiabatically follow the nuclear dynamics, is also
adopted. This approach does not fully account for the effects of broken time-reversal symmetry in systems
with magnetic order. Recent attempts to rectify this involve the inclusion of the velocity dependence of the
interatomic forces in the equations of motion, which accounts for time-reversal symmetry breaking, and
can result in chiral phonon modes with nonzero angular momentum even at the zone center. However, since
the energy ranges of phonons and magnons typically overlap, the spins cannot be treated as adiabatically
following the lattice degrees of freedom. Instead, phonon and spins must be treated on a similar footing.
Focusing on zone-center modes, we propose a method involving Hessian matrices and Berry curvature
tensors in terms of both phonon and spin degrees of freedom, and describe a first-principles methodology
for calculating these. We then solve Lagrange’s equations of motion to determine the energies and
characters of the mixed excitations, allowing us to quantify, for example, the energy splittings between
chiral pairs of phonons in some cases, and the degree of magnetically induced mixing between infrared and
Raman modes in others. The approach is general and can be applied to determine the adiabatic dynamics of
any mixed set of slow variables.
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I. INTRODUCTION

An outstanding challenge of first-principles materials
theory is the development of a systematic treatment of the
coupled dynamics of phonons and magnons in magnetic
materials. The calculation of phonon dispersions has long
been a standard feature of modern density-functional theory
(DFT) codes based either on finite-difference or linear-
response calculations of the dynamical matrix [1–5]. On
the other hand, magnon dispersions are most often computed
in the context of discrete spin models, sometimes using
parameters derived from DFT [6–9], although treatments
based on time-dependent DFT (TDDFT) [10–17] and many-
body perturbation theory [18–22] have also appeared.
However, the consistent treatment of phonon and magnon

dynamics on a similar footing, and the coupling between
them, remains daunting [23].
Phonons play a crucial role in determining various

thermodynamic and electronic properties of materials,
including heat capacity, heat transport, electronic conduc-
tivity, and superconductivity. Conventionally, phonons are
treated within the Born-Oppenheimer approximation [24],
i.e., assuming that the electronic degrees of freedom (d.o.f.)
can adiabatically follow the motion of the atoms. In these
calculations, the potential energy in the phonon Hamiltonian
is computed as a function of the atomic displacements. The
usual harmonic approximation involves keeping only the
leading quadratic dependence of the energy on displacement,
encoded in the interatomic force-constant (IFC) matrix, i.e.,
the Hessian matrix of the energy. Anharmonic treatments go
further by taking account of higher-order tensors which
describe third and higher derivatives with respect to displace-
ments. These harmonic and anharmonic tensors are all
invariant under time-reversal symmetry (TRS), so that at
this level of description the phonons are assumed to preserve
TRS and possess the symmetries of the nonmagnetic group.
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However, this assumption is incorrect for materials with
magnetic order or in the presence of an external mag-
netic field.
Recent efforts have been made to address this issue by

incorporating the nuclear Berry potential into the effective
Hamiltonian [25–33], which arises naturally when the
electronic d.o.f. are integrated out under the Born-
Oppenheimer approximation, as first pointed out by Mead
and Truhlar [25]. The nuclear Berry potential introduces a
velocity-dependent force into the equations of motion
(EOM), which is determined by the nuclear Berry curvature
multiplied by the nuclear velocity.
Theoretical studies have made several predictions

regarding the impact of the nuclear Berry curvature on
zone-center chiral phonons [26–29,31–33] and their con-
tribution to the thermal Hall effect [34–37]. Experimental
evidence has also emerged supporting the existence of
zone-center chiral phonons [38,39] and the phonon thermal
Hall effect [40,41]. We define chiral phonons as those that
respect rotational symmetry but possess complex eigen-
values under the rotation operator. Chiral phonons have
attracted attention due to their unique properties, such as
their selective excitation by circular-polarized light with
different helicities [38,39,42,43], their coupling to elec-
tronic states with distinct chiralities [44] following the
selection rule proposed in Ref. [45], and their ability to
demonstrate Floquet behavior when driven by lasers [46].
Additionally, chiral phonons can possess phonon magnetic
moments [47–49].
To date, much of the theoretical literature treats models in

which the nuclear Berry curvature is an adjustable parameter.
The first-principles calculation of the nuclearBerry curvature
is still in its infancy, with only a few calculations for
molecular [30] and crystalline [33] systems.
Spin-wave excitations, or magnons, constitute additional

d.o.f. in magnetic materials. These excitations are chiral
from the outset; for example, in the presence of easy-axis
anisotropy, spins always precess clockwise when viewed
endon. While it is not so widely appreciated, magnon
dynamics can also be formulated and computed in the
context of a geometric-phase framework [50,51]. There is
no inertial term in the spin dynamics, but the Berry
curvature tensor enters the EOM by describing the spin
precession in response to a torque [52]. This raises the
possibility of a uniform treatment of both nuclear and spin
degrees of freedom in a common theoretical framework.
Crucially, the frequency (or energy) range of the mag-

nons strongly overlaps that of the phonons. In metals these
also overlap with electron-hole excitations, but we restrict
our attention here to insulators in which there is a clear
energy separation between both phonons and magnons on
the one hand and cross-gap electronic excitations on the
other. In this case, both types of bosonic excitations can be
treated as “slow” d.o.f., with the remainder of the electronic
system following adiabatically. In such cases, it is crucial to
treat both phonon and spin d.o.f. on the same footing.

A first step was taken in this direction in Ref. [33] for the
case of bulk ferromagnetic CrI3. In that work, a minimal
model was proposed in which the nuclear Berry curvature
arose entirely from the canting of Cr spins in response to
atomic displacement. Though this model captured the
essential physics of CrI3, a general and quantitatively
accurate theory should include other contributions to the
Berry curvature including “phonon-only” Berry curvature
arising from atomic displacements at fixed spin, and mixed
“spin-phonon” Berry curvature. Such contributions can
play an important role, particularly in predicting energy
splittings of high-energy chiral phonons. Additionally,
Ref. [33] relied on the input of experimental magnon
energies, which may not always be available.
Motivated by the need for better fundamental and

quantitative understanding of phonons in TRS-broken
systems, we present a generalized adiabatic treatment
incorporating all relevant Hessian matrices and Berry
curvatures for both phonons and spins. It should be noted
that the methodology presented in this work provides a
general theoretical framework for treating dynamics
beyond the specific case of coupled spins and phonons.
I.e., it allows for efficient ab initio calculation of the
adiabatic dynamics of any mixed set of slow variables. This
goes significantly beyond the more approximate approach
of Ref. [33], which we refer to as the minimal spin-phonon
model below. We also demonstrate an ab initio method-
ology to calculate these matrices. We conduct four case
studies covering ferromagnetic (FM) and antiferromagnetic
(AFM) materials in both three-dimensional (3D) and two-
dimensional (2D) form.We investigate the energy splittings
and symmetries of chiral phonons in these systems.
We show that, interestingly, circularly polarized chiral

phonons do not always exhibit energy splittings when TRS
is broken; whether this splitting occurs depends on the
point group symmetry in the presence of magnetic order.
Also, terms beyond the IFC are needed to correctly capture
the symmetry of phonons in cases where magnetic order
breaks a spatial symmetry g, but the combination of g and
time reversal T remains a symmetry. This limitation arises
because conventional phonon calculations rely on real-
symmetric IFC and atomic mass matrices that preserve
TRS (if g is a symmetry of the nonmagnetic crystal, but
neither g nor gT remains a symmetry in the presence of
magnetic order, the symmetry breaking of g will still
manifest itself in the real IFC matrix). We show that correct
accounting for phonon symmetries is crucial for determin-
ing Raman and infrared (IR) activities.
This paper is organized as follows. In Sec. II, we

establish the theoretical framework via the Lagrangian
formalism of adiabatic dynamics and derive EOM that
treat spins and phonons on an equal footing. We also revisit
phonon angular momentum and introduce the concept of
atom-resolved phonon angular momentum. Section III
details the proposed method for calculating all the matrices
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involved in the present approach, along with the computa-
tional details. In Sec. IV, we present our results, which
include the analysis of phonons and magnons in 3D FM
CrI3 bulk (Sec. IVA), 3D AFM Cr2O3 bulk (Sec. IV B),
and 2D systems (Sec. IV C) such as FM CrI3 monolayer
(Sec. IV C 1) and AFM VPSe3 monolayer (Sec. IV C 2).
Section V provides a discussion of the role of spin-orbit
coupling (Sec. VA) and future experimental investigations
(Sec. V B). Finally, we summarize our findings and present
concluding remarks in Sec. VI.

II. THEORETICAL BACKGROUND

We restrict our considerations to the case of insulating
magnetic materials in which there is a clear separation
between the energy scales of the phonons and the cross-gap
electronic excitations. The magnetic order ensures that
there will also be dynamics associated with spin fluctua-
tions, i.e., the magnons. If the magnon frequencies would
be higher than, and robustly gapped from, those of the
phonons, it would be possible to treat all electronic
excitations, including the magnons, as adiabatically follow-
ing the phonon d.o.f. However, this is almost never the
case. In the present work, we therefore treat both the lattice
and spin d.o.f. on a similar footing, while assuming that
there is still a large energy gap between the top of the
phonon or magnon spectrum and the onset of cross-gap
electronic excitations.
We formulate our theory in the context of a first-principles

mean-field theory such as DFT, where the dynamics of the
nuclei is treated classically, while the electronic system is
evolved according to the time-dependent Schrödinger equa-
tion. This problem is essentially the domain of TDDFT, but
here we aim to treat the spin d.o.f. as slow semiclassical
variables alongside the nuclear displacements. This requires
a separation of the electronic d.o.f. into a small number of
spin d.o.f. and the remaining large number of electronic
excitations on the scale of the band gap or above.
To do so, we define a “spin” unit vector on a magnetic

ion to be the direction of the average spin density inside a
Wigner-Seitz sphere centered at that site, and subsequent
calculations of electronic ground states and energies are
always computed with these spin variables constrained. The
essential requirement is that the remaining electronic
system, so constrained, should be free of any remaining
slow d.o.f., i.e., any below-band-gap excitations. The
implementation of the Wigner-Seitz sphere constraint is
not a serious obstacle in practice, as most DFT code
packages have features for carrying out electronic mini-
mizations under the constraint of fixed spin orientations
defined in this way. We emphasize that we treat not only the
lattice displacements, but also the spin cantings, in a
harmonic approximation about the ground-state reference
structure. We treat only collinear easy-axis systems here,
and assume that the spin cantings with respect to this axis
are small.

To finish a discussion of the approximations of our
theory, we note that we use “ordinary” adiabatic dynamics,
in which the adiabatic perturbation theory is carried only to
first order in the rate of change of nuclear or spin variables.
This is well justified as long as the gap separating phonons
and magnons from interband electronic excitations is large.
And finally, we shortly make a harmonic approximation, in
which the atomic displacements and spin cantings are
expanded to leading order around a ground-state reference
configuration.
With these understandings, we turn now to a detailed

presentation of our methodology.

A. Lagrangian formulation of adiabatic dynamics

While the Hamiltonian formalism is commonly used in
the literature to analyze chiral phonons [25,26,30,31,33],
we will instead start with the Lagrangian formalism. We
show in Sec. II C that this approach is well suited to
developing a comprehensive model of the coupled spin-
phonon dynamics, while avoiding the difficulties associ-
ated with defining canonical momentum for spins. The
Lagrangian takes the form

L ¼ 1

2

X
i

MiQ̇2
i − ϵðQÞ þ ℏ

X
i

Q̇iAi; ð1Þ

where the configuration Q can represent any slow variable.
While the formulation is general, we focus on the case that
Q represents both the nuclear coordinates and the spin
variables, where the latter act as constraints on the spin
moments as explained above. For clarity of presentation,
we assume a finite number of nuclear and spin d.o.f, as for a
molecule or the Γ-point modes of a periodic crystal.
The first term in Eq. (1) is the kinetic energy associated

with the ith degree of freedom, where Mi is the nuclear
mass for the phonon variables or zero for the spin-canting
variables. The second term is the potential energy, and the
third represents the coupling between the time derivative of
the adiabatic variable Qi and the Berry potential Ai [50].
The latter is defined as

AiðQÞ ¼ hψðQÞji ∂

∂Qi
jψðQÞi; ð2Þ

where jψðQÞi represents the electronic wave function at
constrained nuclear coordinates and spin orientations Q.
By solving the Euler-Lagrangian equation for the

Lagrangian defined in Eq. (1), we obtain

MiQ̈i þ ℏȦi ¼ −∂iϵðQÞ þ ℏ
X
j

Q̇j∂iAj; ð3Þ

where ∂i denotes ∂=∂Qi. By using Ȧi ¼
P

j ∂jAiQ̇j, we can
simplify Eq. (3) to
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MiQ̈i ¼ −∂iϵðQÞ þ ℏ
X
j

Q̇jð∂iAj − ∂jAiÞ;

¼ −∂iϵðQÞ þ
X
j

GijðQÞQ̇j: ð4Þ

Here,

GijðQÞ ¼ ℏΩijðQÞ ¼ ℏð∂iAj − ∂jAiÞ; ð5Þ

where Ωij is the Berry curvature, and is therefore gauge
invariant. Although the gauge-dependent quantity AiðQÞ
appears in the Lagrangian, the EOM are gauge invariant
since only GijðQÞ appears.
In this work, we focus on small oscillations near equilib-

rium. To simplify the analysis, we introduce the generalized
displacement vector q defined via Qi ¼ Qð0Þ

i þ qi, where

Qð0Þ
i is the equilibrium value of the ith degree of freedom.

Introducing the harmonic approximation, we expand the
potential energy ϵðQÞ in terms of q as

ϵðQÞ ¼ ϵðQ0Þ þ
1

2

X
ij

Kijqiqj þ…; ð6Þ

where Kij is the Hessian matrix in qi and qj, i.e.,
Kij ¼ ∂i∂jϵðQÞjQ¼Q0

. The EOM for q is then given by

Miq̈i ¼ −
X
j

Kijqj þ
X
j

Gijq̇j; ð7Þ

where G ¼ GðQÞjQ¼Q0
is also computed at the reference

configuration Q0. Conventional treatments of phonons in
isolation typically use onlymass and force-constant matrices
M and K, while spin dynamics in isolation is described by
the anisotropy tensor K and Berry curvature G. Note that
M is real diagonal, K is real symmetric, and G is real
antisymmetric.
To determine the frequencies, we substitute qiðtÞ ¼

e−iωtqi into Eq. (7), yielding

−ω2
nMjqni ¼ −Kjqni − iωnGjqni; ð8Þ

where jqni is a column vector with the ith component qn;i
corresponding to the nth mode associated with d.o.f. i.
Equation (8) is easily solved using, e.g., the methods of
Sec. III C. The above treatment provides a semiclassical
theory of the adiabatic dynamics of the system.

B. Mead-Truhlar approach without
explicit spin degrees of freedom

If we limit the slow variables Q to include only atomic
coordinates, i.e., allowing all electronic degrees of freedom
(including spins) to be in their instantaneous ground state
for a givenQ, we restore the treatment of Mead and Truhlar
in Ref. [25]. To indicate the specialization to atomic

coordinates, in this section we replace Q and q by R
and u, where R denotes the equilibrium position for atomic
coordinates, and u denotes the atomic displacement from
the equilibrium. Now the EOM for u in the harmonic
approximation is

MMT
l ül ¼ −

X
m

KMT
lm um þ

X
m

GMT
lm u̇m; ð9Þ

where l and m are composite indices for Iα, I runs over
atoms, and α represents a Cartesian direction. Equation (9)
shows that GMT

mn u̇n corresponds to a force acting on
coordinate m that is proportional to the velocity of
coordinate n. An alternative derivation of Eq. (9) using
the quantum theory in the Hamiltonian framework is given
in Appendix A.
The conventional treatment of phonons [1,2] is recov-

ered by discarding the term involving the nuclear Berry
curvature GMT in Eq. (9). This is justified in TR-invariant
systems, where GMT vanishes by symmetry. However,
GMT is often neglected even when the system is not TR
symmetric, with the consequences that Eq. (9) obeys TRS
and the phonons will not have the correct symmetry of the
TRS-broken system. This will force modes with opposite
chirality to be degenerate at the zone center, which is not
necessarily the case in a magnetic material.
Recent works have used Eq. (9) to demonstrate splitting

of chiral modes as a result of TRS breaking [31,33].
However, it was demonstrated in Ref. [33] that for CrI3,
the main contribution to GMT comes from canting and
precession of spins. As mentioned earlier, the energy scale
for spin rotations corresponds to the frequency of the
magnons, which is close to that of the phonons in most
systems. Consequently, the assumption that atomic dis-
placements are the only slow d.o.f. in the system, which led
to Eq. (9), is not valid. Reference [33] developed a
Hamiltonian formalism for coupled spin-phonon dynamics
that we refer to here as the “minimal spin-phonon model.”
In the next section, we develop a more general Lagrangian-
based approach that is well suited to treating phonon and
spin dynamics together.

C. Treatment of spins and phonons on the same footing

We now return to the framework of Eq. (7) in which qi
includes both nuclear and spin d.o.f. The Euler-Lagrange
EOM derived from Eq. (7) is

X
j

Mijq̈j ¼ −
X
j

Kijqj þ Gijq̇j; ð10Þ

where i runs over both phonon and spin d.o.f. In the phonon
sector, qi ¼ uIα is a shorthand for a small displacement of
atom I in Cartesian direction α ¼ fx; y; zg. In the spin
sector, qi denotes a small spin canting qi ¼ sJβ, where J
runs only over magnetic ions, and β indexes the spin
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canting in the two directions orthogonal to the ground-state
spin orientation. Specializing to easy-axis systems with
spin axis along �ẑ, we let β run over only the two in-plane
Cartesian directions. That is, qi ¼ sJβ ¼ SJβ=jSJj describes
the component β ¼ fx; yg of the unit vector of spin SJ
located on the Jth magnetic ion.
The matrix Mij in Eq. (10) is the diagonal mass matrix

introduced in Eq. (1), with zero entries for the spin d.o.f.,
Kij ¼ ∂i∂jϵðqÞ is a generalized Hessian matrix, and Gij ¼
ℏΩij ¼ ℏð∂iAj − ∂jAiÞ embodies the Berry curvature as in
Eq. (5). In these last two expressions, ∂j denotes ∂=∂qj,
which can be a derivative with respect to either nuclear or
spin-canting coordinates evaluated at the reference ground-
state configuration. It should be emphasized that in our
formulation, the Hessian matrices are expanded to quad-
ratic order in phonon or magnon amplitudes, resulting in a
harmonic theory with infinite lifetimes for both phonons
and magnons. This is also evident in the hermiticity of
Eq. (10). While including anharmonic interactions beyond
quadratic order would allow decay of a phonon or magnon
excitation into two or more lower-energy excitations,
thereby rendering their lifetimes finite, such effects are
not considered in this work and remain an area for future
investigation.
In this context, derivatives with respect to nuclear

coordinates must be taken at fixed spin. That is, the
matrices K and G are now computed in terms of the
electronic quantum state jψðR; sÞi, rather than jψðRÞi as in
Sec. II B. As explained earlier, this requires a calculation of
the electronic ground state subject to constrained spin
orientations. While there is some freedom in the definition
of the spin unit vector, we follow the established approach
of defining it in terms of the integrated spin density inside a
Wigner-Seitz sphere, as discussed in Sec. III B. This choice
encodes the distinction between “spin” and “other elec-
tronic” d.o.f. in our theory.
To simplify the analysis, we can partition all d.o.f. i into

phonon d.o.f. (labeled as p) and spin d.o.f. (labeled as s).
The matrices in Eq. (10) can then be represented using a
block structure as

M ¼
�
MðppÞ 0

0 0

�
;

K ¼
�
KðppÞ KðpsÞ

KðspÞ KðssÞ

�
;

G ¼
�
GðppÞ GðpsÞ

GðspÞ GðssÞ

�
: ð11Þ

We use the term “bare phonons” to refer to phonons that are
calculated without considering GðppÞ, GðpsÞ (GðspÞ), or KðpsÞ

(KðspÞ), while phonons calculated with the inclusion of
those terms are referred to as “perturbed phonons.” The
term “perturbed” is used in recognition of the fact that the

influence of these terms is generally small, although we
solve Eq. (10) exactly. Nevertheless, we also provide a
perturbation analysis of KðspÞ, GðspÞ, and GðppÞ in
Appendix D, illuminating the physical implications of each
term, and thereby offering valuable insight.
It is worth noting that GðppÞ, GðpsÞ (GðspÞ), and KðpsÞ

(KðspÞ) are zero in the absence of spin-orbit coupling (SOC)
in collinear systems, a point elaborated upon in Sec. VA
below. In that case, the broken TRS in the spin sector is
never communicated to the orbital electronic sector or, in
turn, to the phonon sector.
Importantly, in the case thatKðpsÞ (KðspÞ) andGðpsÞ (GðspÞ)

vanish, phonons and spins decouple, and Eq. (10) reduces
to the EOM for phonons and magnons separately. In the
phonon sector, it reduces to Eq. (9), which corresponds to
the approach proposed by Mead and Truhlar [25].
Meanwhile, in the magnon sector, it reduces to

ℏΩðssÞjṡi ¼ KðssÞjsi; ð12Þ

which aligns with the EOM for magnons presented in
Ref. [50]. Additionally, whenΩðssÞ is simplified to consider
only isolated spinors, rendering interspin elements negli-
gible, Eq. (12) reduces to the well-known Landau-Lifshitz
equation [52,53]. Further, if the energies of phonons are
considerably lower than those of magnons, Eq. (10) in the
phonon sector also reduces to the Mead-Truhlar approach,
as discussed in Ref. [33].
The present approach defined by Eqs. (10) and (11) uses

Hessian matrices and Berry curvature tensors in terms of all
d.o.f. In contrast, the minimal spin-phonon model pre-
sented in Ref. [33] included only the spin-spin component
of the Berry curvature, so that GðppÞ, GðpsÞ, and GðspÞ were
assumed to vanish. Furthermore, the minimal spin-phonon
model in Ref. [33] includes only one bare phonon doublet
and one bare magnon. In Appendix B, we discuss a more
comprehensive version of the spin-phonon model which
incorporates all bare phonons and magnons but still
neglects GðppÞ, GðpsÞ, and GðspÞ, and discuss its connection
with the minimal spin-phonon model and its equivalence
with the widely employed Landau-Lifshitz equation [52].
We demonstrate that our approach, through the inclusion of
nontrivial ΩðppÞ, KðspÞ, and ΩðspÞ terms, provides a fruitful
generalization of the Landau-Lifshitz equation.

D. Phonon angular momentum

Before discussing the first-principles methodology to
calculate the terms in Eqs. (10) and (11), we review the
definition of phonon angular momentum and introduce the
concept of atom-resolved phonon angular momentum, as
this will be important for characterizing the chiral modes in
Sec. IV. The definition of phonon angular momentum can
be found in the literature [26], and we briefly revisit the
relevant definitions here. First, we note that by solving
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Eq. (10), one can obtain an energy eigenvalue ωn and the
corresponding mode with both phonon and spin compo-
nents, i.e., jqni ¼ juni ⊕ jsni, where n runs over different
solutions of Eq. (10). Since we are mainly interested in the
phonon sector in the present work, we define the atom-
resolved phonon angular momentum using the phonon part
juni of the mode.
The solutions to the EOM described by Eq. (10) yield

energies that differ from those of the bare phonons.
However, in all of the systems examined in this work,
the differences between these energies and those of the bare
phonons are relatively small. As such, we can identify the
mode jqni as “phononlike” if its energy ωn is in close
proximity to that of a bare phonon. Furthermore, we note
that for a phononlike mode jqni, the jsni contributions are
very small compared to juni. In systems where the
frequencies of the phonons and magnons coincide, the
aforementioned conditions may not be met; nonetheless, in
all cases we consider in this work, the zone-center phonons
and magnons of relevance exhibit distinct energies, thus
ensuring well-defined phononlike and magnonlike modes.
For phononlike modes, we continue to adopt the nor-

malization convention

hunjMðppÞjuni ¼ 1; ð13Þ

even though humjMðppÞjuni is no longer exactly zero for
m ≠ n. It is also possible to have a “perturbed magnon”
solution, which is a magnonlike solution with tiny phonon
components.
The definition of phonon angular momentum was origi-

nally proposed in Ref. [26]. For a phononlike mode juni, the
atom-resolved phonon angular momentum (ARPAM) Ln;Iz,
for atom I of mass MI in the z direction is

Ln;Iz ¼ ℏMIð u�n;Ix u�n;Iy Þ
�
0 −i
i 0

��
un;Ix
un;Iy

�

¼ 2ℏMIIm½u�n;Ixun;Iy�; ð14Þ

with Ln;Ix and Ln;Iy defined similarly by cyclic permutation
of Cartesian indices. Note that if the projection of a mode
vector on a given atom is of the form x̂þ iŷ, the atom
undergoes a counterclockwise rotation when viewed from
above and contributes a positiveLz. The total phonon angular
momentum (PAM) [54] Ln;z is defined as

Ln;z ¼
X
I

Ln;Iz; ð15Þ

which is the sum of the angular momenta Ln;Iz over all
atoms I.
The bare phonons solve the secular equation involving

only MðppÞ and KðppÞ, which is equivalent to the conven-
tional phonon treatment of Eq. (9) with G ¼ 0. These bare
phonons can always be chosen real, in which case it follows

from Eq. (14) that the full PAM and individual ARPAM
always vanish. In the case of degenerate modes, it may be
possible to choose chiral linear combinations, but the trace
over the degenerate set of modes always results in zero PAM
and ARPAM. This is a consequence of the fact that TRS has
not yet been broken at the bare level of description.

III. METHODS

A. Finite-difference method

This section demonstrates how to compute all matrices in
Eq. (11) using finite-difference methods in the context of
first-principles calculations. The nuclear masses MðppÞ are
trivially known. All calculations are carried out using the
DFT methodology described in Sec. III B at fixed atomic
coordinates and fixed spin orientations, where the latter are
defined in terms of an integration of the spin density over a
Wigner-Seitz sphere as mentioned earlier.
The force-constant matrix KðppÞ, which is also the

Hessian matrix of the energy with respect to nuclear
d.o.f., is defined as

KðppÞ
lm ¼ ∂

2ϵ

∂ul∂um
¼ −

∂Fl

∂um
: ð16Þ

Here, l and m run over nuclear d.o.f., and ϵ is the total
energy ϵðs; RÞ of the configuration s, R. The matrix

element KðppÞ
lm is computed by taking the finite difference

of the Hellmann-Feynman forces Fl [1,2] while con-
straining the spin directions to lie along ẑ.
The Hessian matrix of the energy with respect to spin

d.o.f. is denoted by KðssÞ, with elements defined as

KðssÞ
ab ¼ ∂

2ϵ

∂sa∂sb
; ð17Þ

where a and b run over spin d.o.f. To calculate KðssÞ, we
compute the second derivatives of the total energy with
respect to small cantingof the spins. Specifically, letting sa ¼
sIα and sb ¼ sJβ, for each pair ðI; JÞwecompute the energies
of ðα; βÞ ¼ �ð0.02; 0Þ, �ð0; 0.02Þ, and �ð0.02; 0.02Þ rela-
tive to the ground state, while constraining all other spin
moments to remain along ẑ.
The spin-phonon Hessian matrix KðspÞ is defined as

KðspÞ
al ¼ ∂

2ϵ

∂sa∂ul
¼ −

∂Fl

∂sa
; ð18Þ

where a and l, respectively, run over the spin and nuclear

d.o.f. KðspÞ
al is computed by taking the finite-difference

derivative of the force Fl with respect to the spin coor-
dinate sa.
An alternative approach to calculating KðspÞ was

described in Ref. [33]. Near the ground state, the energy
ϵ of the entire system can be expanded as
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ϵ¼ 1

2

X
lm

KðppÞ
lm ulumþ

X
al

KðspÞ
al saulþ

1

2

X
ab

KðssÞ
ab sasb: ð19Þ

As ϵ is minimized with sa, we have

∂ϵ

∂sa
¼

X
l

KðspÞ
al ul þ

X
b

KðssÞ
ab sb ¼ 0: ð20Þ

We define a spin response matrix χðspÞ as

χðspÞal ¼ ∂sa
∂ul

≃
sa
ul

; ð21Þ

where the second equality holds if both sa and ul are small.
Then we can obtain

KðspÞ ¼ −KðssÞχðspÞ; ð22Þ

where we restore the matrix form for simplicity. In practice,
one can perturb the ground-state structure with ul by
manually moving the atoms from the equilibrium position
and calculate the spin canting sa with respect to ul. We use
Eq. (22) to calculate KðspÞ for bulk CrI3, and the result is
consistent with Eq. (18). However, due to the slow
convergence of spin relaxation, we recommend using
Eq. (18) to calculate KðspÞ.
In Eq. (11), G is simply ℏ times Ω, where Ω is the Berry

curvature. The latter is computed using Stokes’s theorem as
expressed by

Ωij ¼
Φij

2jδqi ∧ δqjj
; ð23Þ

where i and j run over all d.o.f., andΦij is the Berry phase
around a diamond-shaped region of parameter space
whose area appears in the denominator. Specifically,
e.g., for a finite system with electronic ground-state wave
function jψi,

Φij ¼ −Im ln½hψðþδqiÞjψðþδqjÞihψðþδqjÞjψð−δqiÞi
× hψð−δqiÞjψð−δqjÞihψð−δqjÞjψðþδqiÞi�: ð24Þ

In an extended crystal with a single occupied band, one
must sum over the Bloch wave vector k in the Brillouin

zone to obtainΦij ¼ N−1
k

P
k Φ

ðkÞ
ij , whereΦ

ðkÞ
ij is defined as

in Eq. (24) but with ψ replaced by the Bloch function ψk.
Φij now has the interpretation of a Berry phase per unit cell,
consistent with the interpretation of the Hessian K as an

energy per unit cell. To extend ΦðkÞ
ij to the multiband case,

we can replace the inner product of two Bloch states with
the overlap matrix in the usual way [55] as

ΦðkÞ
ij ¼ −Im ln det½Mkðþδqi;þδqjÞMkðþδqj;−δqiÞ

×Mkð−δqi;−δqjÞMkð−δqj;þδqiÞ�: ð25Þ

Here, the overlap matrices are defined as

Mk
mnðδqi; δqjÞ ¼ hψmkðδqiÞjψnkðδqjÞi; ð26Þ

where m and n are band indices. When computing the
matrices, a finite difference of 0.015 Å is used for the
phonon d.o.f., and 0.02 is used for the spin d.o.f. We take
care to choose these finite differences to ensure they remain
within the linear regime. The numerical values of KðssÞ and
GðssÞ for all four studied materials can be found in
Appendix C.

B. First-principles calculations

In this section, we provide computational details for
calculating matrices using the finite-difference method
described in Sec. III A. The reported DFT calculations are
performed using the Vienna ab initio simulation package
[56–58], employing the local-density-approximation (LDA)
exchange-correlation functional [59] and the projector-
augmented-wave [60] method, with Cr 3s23p63d54s1, I
5s25p5, O 2s22p4, V 3s23p63d5, P 3s23p3, Se 4s24p4

pseudo potential valence configurations. A plane-wave cut-
off of 520 eVis adopted for the CrI3 calculations, and 500 eV
for the Cr2O3 and VPSe3 systems.
All structures are relaxed using the local spin-density

approximation, and the convergence criteria for forces and
energies are 10−3 eV=Å and 10−8 eV, respectively. After
relaxation, the wave functions are calculated using static
calculations with a convergence criterion of 10−10 eV for
energies. Spin-orbit coupling, which is essential to the
physics described in this work, is included in all static
calculations except structural relaxations.
We use Γ-centered Monkhorst-Pack k-points meshes

[61] for all calculations, specifically 5×5×5 and 7 × 7 × 7
for bulk CrI3 and Cr2O3, respectively, and 7 × 7 × 1 and
6 × 6 × 1 for monolayer CrI3 and VPSe3, respectively. For
Cr2O3 and VPSe3, the Dudarev-type DFTþ U approach
[62] is used, with values ofU ¼ 4.0 eV and J ¼ 0.6 eV for
Cr and U ¼ 3.25 eV, and J ¼ 0 for V (adapted from
Refs. [63,64]). For constrained local-moment calculations,
the Wigner-Seitz radii for Cr and V are 1.164 and 1.217 Å,
respectively. The overlap matrix [Eq. (26)] is calculated as
in Ref. [65]. Symmetry analysis is performed using the
FINDSYM [66] and SPGLIB [67] packages, while figures are
rendered using VESTA [68].

C. Solution of the equations of motion

In this section, we introduce a practical method for
solving the EOM in Eq. (10). Given that the generalized
mass matrix is noninvertible, conventional approaches are
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not directly applicable. We proceed as follows, although
other potential methods may be suitable.
First, we rewrite Eq. (10) as

d
dt

0
B@

u

u̇

s

1
CA ¼

0
B@

0 1 0

A1 A2 A3

B1 B2 B3

1
CA
0
B@

u

u̇

s

1
CA; ð27Þ

which can be shown to reduce to Eq. (10) with the
definitions

A1 ¼ −½MðppÞ�−1KðppÞ þ ½MðppÞ�−1GðpsÞ½GðssÞ�−1KðspÞ;

A2 ¼ ½MðppÞ�−1GðppÞ − ½MðppÞ�−1GðpsÞ½GðssÞ�−1GðspÞ;

A3 ¼ −½MðppÞ�−1KðpsÞ þ ½MðppÞ�−1GðpsÞ½GðssÞ�−1KðssÞ;

B1 ¼ ½GðssÞ�−1KðspÞ;

B2 ¼ −½GðssÞ�−1GðspÞ;

B3 ¼ ½GðssÞ�−1KðssÞ: ð28Þ

The eigenvalues (multiplied by i) of the matrix in Eq. (27),
denoted as ωn, correspond to the solutions of Eq. (10). We
restrict the index n to run over only solutions for which
ωn > 0, which we take to be the physically meaningful
ones.
In practice, we find that small numerical errors remain in

the eigenvectors, which arise from the fact that a Hermitian
eigensolver cannot be applied in the context of Eq. (27). We
find that these errors can easily be removed by following
with a second step in which we substitute the computed
energies ωn back into Eq. (10) and then apply a Hermitian
eigensolver to recalculate the eigenvectors.

IV. RESULTS

We conduct four case studies covering both FM and
AFM systems, in both 3D and 2D. In Sec. IVA, we present
the results obtained from our present approach for bulk
CrI3, focusing on chiral phonons. The significance of the
Berry curvatures neglected in Ref. [33], is discussed in
Sec. IVA 1, while the relevant solutions for the magnons
are discussed in Sec. IVA 2. Subsequently, in Sec. IV B, we
investigate the phonons and magnons in bulk Cr2O3 using
the present approach. Shifting our focus to monolayer
systems in Sec. IV C, we first consider 2D FM CrI3 in
Sec. IV C 1, and then 2D AFM VPSe3 in Sec. IV C 2.

A. Chiral phonons in bulk ferromagnetic CrI3
CrI3 is a hexagonal van der Waals material that exhibits

FM order in both bulk and monolayer phases [69]. It is an
insulator with inversion and threefold-rotational symmetry
around the z axis in both phases. The magnetic moments on
the Cr ions do not break the inversion symmetry. The
symmetries are discussed in detail below.

The crystal structure of the bulkCrI3 unit cell is depicted in
Fig. 1. For bulk CrI3, the structural andmagnetic symmetries
are identical (space group R3̄, point group S6), regardless of
the presence of FMorder. That is, themagnetic spacegroup is
of type I (“colorless”), in which no symmetry operations
involve TR [70]. Therefore, the zone-center phonons can be
categorized into the irreducible representations (irreps) of the
S6 point group as 4Eg ⊕ 4Eu ⊕ 4Ag ⊕ 4Au. Among these,
oneAumode and one pair ofEumodes are acousticmodes. In
this work, we focus on the optical modes.
The Eg and Eu irreps are complex-conjugate irreps,

which are more properly decomposed further into one-
dimensional irreps of opposite chirality. In the presence of
TRS, or when neglecting the term involving the Berry
curvatureG tensor in Eq. (9), the two modes making up one
of these E irreps are degenerate. However, this degeneracy
is broken by the FM order, which induces a nonzero Berry
curvature via the SOC as discussed Sec. II.
We first present our results for the case of the Eg and Eu

phonons in Table I. The energy shifts ΔE represent the
differences between the bare phonon frequencies E0

computed using only the force-constant term KðppÞ in
Eq. (9), and the modified energy obtained from the present
approach of Eq. (10) or from the spin-phonon model of
Appendix B [71]. The PAM Lz of each phonon is also
reported for the present approach.
From Table I, we observe that all Eg and Eu bare phonons

are doubly degenerate, while the degeneracy is broken for the
perturbed phonons. Although our numerical solution for the
bare modes initially yields a pair of real phonons ju1i and

FIG. 1. Visualization of crystal structure and magnetic mo-
ments of a bulk CrI3 unit cell. Cr atoms are depicted in blue, while
top-layer and bottom-layer I atoms are in bright and dark
magenta, respectively. The black vectors indicate the magnetic
moments, which are oriented along the z direction.
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ju2i, we resolve these into eigenstates of the C3 symmetry
operator. We first ensure that hu2jC3ju1i is positive, flipping
the sign of ju2i if not, and then construct the bare chiral
modes ju�i ¼ ðju1i∓ iju2iÞ=

ffiffiffi
2

p
belonging to eigenvalues

ε ¼ expði2π=3Þ and ε� ¼ expð−i2π=3Þ, respectively. We
designate these as “þ” and “−” modes, and refer to them as
belonging to the ε and ε� symmetry sectors, respectively. The
former (latter) are characterized by a clockwise (counter-
clockwise) rotation of theCr atomswhenviewed fromabove.
The numerical solutions for the perturbed phonons

automatically generate chiral C3 eigenstates, and we find
that each of these solutions is almost identical to the bare
chiral mode of the same symmetry that is closest in energy.
There is only a small admixture of other bare modes
belonging to the same sector. This allows a straightforward
association of bare and perturbed modes as shown in
Table I.
Table I demonstrates that the Eu phonons with ε chirality

have the largest energy corrections. This follows from their
close energy proximity to the Eu magnons, which also
possess ε chirality. A detailed discussion of magnons in
bulk CrI3 is provided in Sec. IVA 2, and a perturbative
treatment of phonon-magnon interactions is presented in
Appendix D. The pronounced effect on the Eu phonons is
further evident in Eq. (D20), where the phonons with ε
chirality have the smallest energy denominators.
We briefly address the expected uncertainties in our first-

principles calculations of the KðspÞ, GðspÞ, and GðppÞ
matrices, as these are the matrices that contribute to the
energy shifts (see Appendix D). First, we analyze the fitting
errors for KðspÞ associated with our finite-difference

methodology, which is done via linear regression of the
forces against spin-canting angles. We find that the norm of
the fitting error is roughly 1.5% of the norm of KðspÞ itself.
A second useful metric is the norm of the residual resulting
from symmetrization of a matrix relative to the norm of the
matrix itself, which we find to be 0.4%, 2.0%, and 2.7% for
KðspÞ, GðspÞ, and GðppÞ, respectively. The perturbation
analysis of Eqs. (D20) and (D32) indicates that the energy
shifts and splittings are quadratic in KðspÞ and GðspÞ and
linear in GðppÞ. This implies overall errors on the order of
3%–4% in the values reported above for these shifts and
splittings.
In Fig. 2, we visualize the real and imaginary parts of two

Eg chiral phonons around 7 meV, denoted as Eð1Þ
g for the

mode with lower energy and Eð2Þ
g for the mode with higher

energy. It is apparent that those two chiral phonons are
approximately complex conjugates of each other.
Note that the argument about energy splitting based on

point group irreps can be generalized to any magnetic
material with a point group that includes an E-type irrep (E,
Eg, or Eu) consisting of two 1D irreps when complex
representations are allowed, indicating that similar phonon
energy splittings can be expected in such materials.
The phonon angular momentum is calculated using

Eqs. (14) and (15), and the results are listed in Table I.
Because of the C3 symmetry, the total angular momentum
of a given chiral phonon can have only a z component. We
find values of jLzj ranging from 0.13 to 0.95 in units of ℏ,
indicative of a substantial angular momentum for many of
the chiral phonons, especially the higher-frequency ones.

TABLE I. Computed properties of zone-center Eg and Eu
phonons in bulk CrI3. Energy shifts ΔE are defined relative to
the bare phonon energies E0, and are shown for both the present
approach and the spin-phonon model. χðC3Þ is the C3 eigenvalue
indicating the chirality of the mode (ε ¼ e2πi=3), and Lz is the
phonon angular momentum of Eq. (15).

Bare Present approach Spin phonon

Irrep E0 (meV) ΔE (meV) LzðℏÞ ΔE (meV) χðC3Þ
Eg 7.0000 −0.0017 0.1259 −0.0013 ε�

0.0022 −0.1264 0.0016 ε
12.9288 −0.0007 −0.1325 −0.0005 ε�

0.0007 0.1351 0.0006 ε
13.4876 −0.0007 0.1740 −0.0002 ε�

0.0007 −0.1761 0.0003 ε
29.8518 −0.0028 0.8325 −1.26 × 10−6 ε�

0.0028 −0.8326 1.31 × 10−6 ε
Eu 10.7687 −0.0052 0.2352 −0.0045 ε

−0.0009 −0.2344 −0.0016 ε�
14.3295 −0.0170 0.7173 −0.0175 ε

−0.0042 −0.7192 −0.0040 ε�
27.8225 0.0037 0.9537 −0.0035 ε�

0.0272 −0.9545 0.0356 ε

FIG. 2. Visualization of the real and imaginary components of
the chiral phonons Eð1Þ

g and Eð2Þ
g . Cr atoms are depicted in blue,

while top-layer and bottom-layer I atoms are in bright and dark
magenta, respectively. The green vectors represent the real part of
the phonon displacement, and the blue vectors represent the

imaginary part. The real part of Eð1Þ
g and Eð2Þ

g are nearly identical,
while the imaginary parts are in opposite directions.
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We find that the bare circular modes constructed as
ju�i ¼ ðju1i∓ iju2iÞ=

ffiffiffi
2

p
from the real bare modes can be

used to evaluate the PAM to a good approximation. The
results are close to those shown in Table I, with a typical
error of 10−3ℏ in jLzj. However, when calculating the PAM
in this way, the angular momentum vanishes exactly when
summed over any pair of chiral phonons, which have equal
and opposite Lz values. In contrast, solutions using the full
matrices of Eq. (10) reveal that the cancellation is no longer
perfect, and the total angular momentum of a pair is small
but nonzero. The slight discrepancy between the two jLzj
values arises from the magnon-mediated phonon-phonon
mixing, which appears at second order in the phonon-
magnon coupling and therefore makes only a minor con-
tribution.We provide amore detailed discussion on this topic
based on a perturbation approach in Appendix D 1.

1. Importance of GðppÞ and GðpsÞ in calculating energies

The methodology of Ref. [33] for CrI3 differs from the
approach of this work [i.e., Eqs. (10) and (11)] in the
following ways. First, the only Berry curvature considered
in Ref. [33] was GðssÞ. Second, the minimal model in
Ref. [33] only considers the interaction between one
magnon and each phonon doublet separately, neglecting
the mixing between bare phonon doublets. In Appendix B,
we discuss a more comprehensive version of that model
which still neglects GðppÞ, GðspÞ, and GðpsÞ but incorporates
all bare phonons and magnons. To show the importance of
GðppÞ and GðspÞ (GðpsÞ) in accurately determining energy
splittings, we also apply the model present in Appendix B
to calculate chiral phonon energies for the Eg and Eu

modes, and the results are presented in Table I.
As shown in Table I, both methods exhibit an energy

splitting of chiral modes compared to bare phonons. The
energy splitting of low-energy Eg and Eu phonons is
similar to that obtained using the present approach,
suggesting that GðppÞ and GðpsÞ have little effect on those
modes. However, for high-energy Eg and Eu phonons, the
spin-phonon model results differ significantly, indicating
the importance of GðppÞ and GðpsÞ for these phonons.
Specifically, the absolute values of the GðppÞ matrix
elements for these four Eg modes are f0.995; 0.254; 0.972;
5.623g in units of μeV. The highest-energy Eg modes
exhibit substantially greater values, leading to a pro-
nounced energy splitting. Appendix D 3 details the per-
turbative analysis of GðppÞ, with Eq. (D32) specifying the
energy corrections attributed to the GðppÞ term. As indi-
cated by Eq. (D32), GðppÞ primarily accounts for the
substantial splitting observed in the highest-energy Eg

mode, with both direct computation and perturbative
treatment yielding a correction of �0.0028 meV.
Interestingly, we find that the PAM calculated using the

spin-phonon model (not shown) is in good agreement with

the present approach with an error of the order of 10−4ℏ,
suggesting that the phonon vectors are not very different
regardless of whether GðppÞ and GðpsÞ are included or not.
We now turn to a consideration of the Ag and Au modes.

The spin-phonon model presented in Appendix B has no
effect on the Ag and Au phonons, since KðspÞ gives the
coupling to magnons, and there are no zone-center magnons
in these symmetry sectors. Considering the present approach,
although all (ss) and (sp) terms are absent in the Ag and Au

sectors, the GðppÞ matrix does not vanish and causes a slight
mixing between two different Ag (or Au) bare phonons.

That is, we can write juni ≃ juð0Þn i þ i
P

m δmjuð0Þm i, where
juð0Þfn;mgi represents the bare phonons from Ag (or Au) irrep.

Here, iδm is purely imaginary and expected to be small,
attributed to the minor size of the GðppÞ matrix element, as
discussed in Appendix D 3.
This mixing results in a nonzero PAM and nonzero

energy shift of each phonon relative to its bare energy.
Although these phonons exhibit nonzero PAM, we refrain
from referring to them as “chiral phonons” because they
belong to the χðC3Þ ¼ 1 sector of modes that are invariant
under the C3 operation. Instead, we refer to them as
ð1þ iδÞ-type perturbed phonons, or simply perturbed
phonons.
The energy shifts and PAM for Ag and Au perturbed

phonons are presented in Table II, and the real and
imaginary parts of the Ag perturbed phonon near

10 meV (Að1Þ
g ) are visualized in Fig. 3.

2. Bare and perturbed magnons

So far, we focused solely on the phononlike solutions of
the equation of motion given by Eq. (10) in the present
approach [or Eq. (B1) for the spin-phonon model].
Nevertheless, these equations also admit magnonlike sol-
utions, which we call “perturbed magnons.” In this section,
we investigate the impact of phonons on the magnon
spectrum, using bulk CrI3 as a case study. The numerical
values for the matrices KðssÞ and GðssÞ are provided in
Appendix C.

TABLE II. Computed properties of zone-center Ag and Au
phonons in bulk CrI3. Energy shifts ΔE are defined relative to the
bare phonon energies E0. Lz is the phonon angular momentum of
Eq. (15).

Irrep E0 (meV) ΔE (10−8 meV) Lzð10−4ℏÞ
Ag 9.95 −8.8 1.99

11.35 2.6 −2.37
16.50 −50.6 −1.07
26.51 98.6 1.96

Au 8.13 −4.5 −1.16
16.60 −7.9 2.65
31.74 32.7 −0.52
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The EOM for a bare magnon without any phonon-
magnon interaction is given by Eq. (12). The energies of
bare magnons are listed in Table III. The Eg magnon
corresponds to the acoustic mode, where the two Cr spins
have the same canting, while the Eu magnon corresponds to
the optical mode, where the two Cr spins have opposite
canting. Both magnons have positive energies and belong
to the þ sector with χðC3Þ ¼ ε, indicating that the two Cr
spins are rotating clockwise [72].
The perturbed magnons have slightly modified energies

(Table III). The energy change from the bare magnon for
the Eu mode is more significant compared to the Eg
magnon, since the Eu phonons are closer to the Eu magnon
in the energy spectrum. By far the most significant
contribution to the energy shifts is the inclusion of KðspÞ;
neglecting the GðppÞ, GðspÞ, and GðpsÞ terms changes the
energies by less than 0.4 μeV. A perturbation treatment of
magnon energies is provided in Appendix D 1.
Note that the equations of motion have two additional

negative-energy magnon solutions belonging to the− sector
with χðC3Þ ¼ ε�. These correspond to the counterclockwise

precession of spins and are not physically observable.
Nonetheless, they still influence the system dynamics
through their interaction with physical − phonons, which
acquire some magnon dressing in which the spin vectors are
forced to precess in the unnatural counterclockwise sense.
This influence of negative-energy magnons becomes clear
from the perturbation analysis presented in Appendix D,
where the summation index μ in Eq. (D16) and Eqs. (D19)
and (D20) runs over all solutions of Eq. (D3), including those
of negative energy. However, since the energy denominators
in Eq. (D20) are larger when coupling to negative-energy
solutions, the magnon dressing is typically smaller. This
explains why the þ phonons, which couple to positive-
energy magnon solutions, are more strongly perturbed than
the− ones,which do not. This can be seen in Table I, where it
is especially noticeable for the Eu modes.

B. Phonons in antiferromagnetic Cr2O3

In this section, we present our results for the phonons in
bulk Cr2O3. As shown in Fig. 4, Cr2O3 has an AFM
insulating ground state with antiparallel magnetic moments
aligned along the threefold-rotational z axis.
The magnetic symmetry of Cr2O3 is richer than that of

CrI3, in that it belongs to a type III (“black-white”) magnetic
group [70]. Since we are interested in zone-center phonons,
we frame our discussion in terms of the magnetic point
group G. The black-white character means that half the
elements of G come with the TR operator T and half come
without. The latter half form a “unitary subgroup”H, and the

FIG. 3. Visualization of the real and imaginary components of
the perturbed phonon Að1Þ

g . Cr atoms are depicted in blue, while
top-layer and bottom-layer I atoms are in bright and dark
magenta, respectively. The green vectors represent the real part
of the phonon displacement, and the blue vectors represent the
imaginary part, which are amplified 200 times.

TABLE III. Energies of the bare magnons E0, energy shifts of
perturbed magnon modes compared to bare magnonsΔE, and the
corresponding C3 eigenvalues χðC3Þ for both Eg and Eu modes in
bulk CrI3.

Irrep E0 (meV) ΔE (meV) χðC3Þ
Eg 0.5902 −0.0046 ε
Eu 22.8635 −0.0224 ε

FIG. 4. A visualization of the crystal structure and magnetic
moments of the unit cell of bulk Cr2O3. The Cr atoms are
depicted in blue, while the top-layer and bottom-layer O atoms
are shown in bright and dark red, respectively. The black vectors
indicate the magnetic moments, which are oriented along the
z direction.
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others are of the form gH where g is one of the antiunitary
operators in G. The “structural point group” Ḡ contains the
same list of operators as in G, except that T is removed from
all the antiunitary operators. The important point in what
follows is that while the Hessian matrices are even under all
elements of Ḡ, the Berry curvature matrices are even under
the elements ofH and odd under the elements of Ḡ −H. As a
consequence,when theBerry curvature is included, the irreps
of unitary subgroupH, not the structural group Ḡ, should be
used to label the perturbed modes of this system.
In the case of Cr2O3, the magnetic space group is R3̄0c0,

and the structural point group is D3d. The magnetic
ordering on the Cr sublattice breaks inversion (i), dihedral
mirror (σd), and rotoinversion (S6) symmetries, reducing
the unitary point group to D3, whose irreps will be used to
label our perturbed phonons and magnons. The correspond-
ing time-reversed operators iT , σdT , and S6T are present
in the magnetic point group, but being antiunitary, they do
not induce any additional irreps.
While the experimental magnetic moment of Cr2O3 is

found to be along the z direction, DFT calculations predict
an in-plane magnetic moment. This discrepancy can be
resolved by applying a 2% epitaxial strain, which results in
an easy-axis ground state [63]. To ensure consistency with
the experimental ground state, we apply a 2% epitaxial
strain in our calculations, as our approach assumes spins to
be oriented along the z direction.
As previously discussed, the irreps of point group D3

should be used to characterize zone-center perturbed pho-
nons, which can be decomposed into 4A1 ⊕ 6A2 ⊕ 10E.
Among them, one A2 and two E modes correspond to
acoustic phonons. According to the character table of D3,
the E irreps have to be 2D irreps, indicating that there is no
degeneracy breaking or energy splitting compared to bare
phonons. This is confirmed by the numerical results of
perturbed phonon energies, which are presented in Table IV.
It is worth noting that the perturbed phonon energies differ
from those of the bare phonons, which are also included in
Table IV for reference purposes.

1. Mixing of phonon irreps

As mentioned earlier, although i, σd, and S6 are no longer
symmetries, iT , σdT , and S6T remain symmetries of the
system. On the other hand, the matrices KðppÞ and MðppÞ are
both real. Applying the symmetry operations iT , σdT , and
S6T to these matrices is equivalent to applying i, σd, and S6,
respectively. Therefore, KðppÞ and MðppÞ are symmetric not
only under theD3 symmetry operations, but also under i, σd,
and S6, resulting in a point group symmetry of D3d.
This higher symmetry ofKðppÞ andMðppÞ has an important

impact on the symmetries of zone-center bare phonons,
which are calculated usingKðppÞ andMðppÞ: Bare phonons at
the Γ point must haveD3d symmetry, and thus can be labeled
by the irreps of D3d. The Γ point bare phonons decompose

into 5Eg ⊕ 5Eu ⊕ 2A1g ⊕ 2A1u ⊕ 3A2g ⊕ 3A2u, where
one Eu doublet and one A2u mode are acoustic modes.
The irreps of the bare phonons are included in Table IV.
The presence of magnetic moments in bulk Cr2O3 results

in the breaking of i, σd, and S6 symmetries associated with
the bare phonons. Consequently, the original D3d point
group symmetry is reduced to D3, leading to interirrep
mixing between bare phonons of different irreps. Referring
to the correlation table of the D3d point group, we find that
the Eg and Eu irreps combine to form the E irrep, the A1g

and A1u combine to form the A1 irrep, and the A2g and A2u

irreps combine to form the A2 irrep of D3. An important
question arises: How significant is this interirrep mixing,
and to what extent does the spatial symmetry breaking due
to the magnetic order impact the behavior of the phonons?
To address this question, we project the bare phonons

belonging to irreps of the D3d group onto the perturbed
phonons. This allows us to determine the components of
each irrep in D3d that contribute to the given perturbed
phonon. We introduce the concept of an irrep decompo-
sition component denoted as ρnðirrepÞ, which is defined as

ρnðirrepÞ ¼
�X

m∈ irrep
jhuð0Þm jMðppÞjunij2

�1
2

; ð29Þ

TABLE IV. Bare phonon irreps, energies, ARPAM of Cr atoms
in the z direction (Cr Lz), ARPAM of O atoms in the x direction
(O Lx), and interirrep mixing (ρ) of perturbed phonons in bulk
Cr2O3. The bare phonon energies E0 are included as a reference
for the energy shifts ΔE. E-irrep (Eg and Eu) phonons are doubly
degenerate. Note that “0” denotes an entry that is precisely zero
by symmetry, while “0.000” signifies a nonzero entry that has
been rounded to zero. The energy shifts ΔE for A-irrep perturbed
phonons are on the order of 10−4 μeV, and Lx for the O atom of

the Að1Þ
2g phonon at 33.310 meV is 9 × 10−9ℏ.

Irrep
E0

(meV)
ΔE
(μeV)

Cr Lz

ð10−4ℏÞ
O Lx

ð10−4ℏÞ ρ ð10−4Þ
Eg 36.458 −0.399 −2.087 −0.227 4.319

43.739 −1.738 1.302 0.171 2.219
49.602 −0.438 −0.073 0.175 1.104
65.043 −0.124 −0.125 −0.037 2.592
76.667 0.355 0.583 −1.471 10.547

Eu 38.209 −0.010 0.485 0.213 4.877
55.803 −0.095 0.231 0.314 1.086
67.431 1.161 1.537 −0.012 5.785
76.041 0.023 −0.064 0.371 10.231

A1g 36.326 0.000 0 0 0.225
67.779 0.000 0 0 0.219

A1u 51.723 0.000 0 0 0.335
77.221 0.000 0 0 0.203

A2g 33.310 0.000 0 0.000 0.727
56.989 0.000 0 0.517 2.270
83.594 0.000 0 −0.161 1.319

A2u 50.565 0.000 0 0.090 1.784
67.760 0.000 0 −0.604 2.212
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where n is the label for the perturbed phonon mode, and m
runs over bare phonons from a particular irrep. The last
column of Table IV reports our results for ρnðEuÞ for n∈Eg

and vice versa, and similarly for the A1g-A1u and A2g-A2u

components. In each case, the majority component [e.g.,
ρnðEgÞ for n∈Eg] is almost unity, so we list only the
minority components. These are nonzero as expected, but
we find them to be quite small, typically between 10−3 and
10−4. This implies that the phonon sector exhibits only
weak breaking of inversion symmetry, allowing us to
continue to refer to the perturbed phonons as Eg-like or
Eu-like.

2. Experimental implications:
Raman and infrared activity

The experimental implication of the interirrep mixing is
that the perturbed phonons will exhibit distinct Raman and
IR activities compared to bare phonons, as summarized in
Table V. Above the Néel temperature, where TRS is
preserved, the symmetry of the phonons corresponds to
that of the bare phonons, so that Eu phonons are IR active
but Raman inactive. However, upon cooling the sample
below the Néel temperature, Eu phonons undergo mixing
with Eg phonons, resulting in the emergence of Eu-like
perturbed phonons. These Eu-like phonons possess Raman
activity (in addition to IR activity), as they technically
belong to the E irrep of theD3 point group. However, since
the interirrep mixing is small, the Raman activity of the Eu-
like phonons is relatively weak. Nonetheless, recent Raman
measurements have confirmed the presence of these fea-
tures [73]. In a similar way, the Raman-active Eg-like
phonons acquire some small IR activity. Clearly, an
approach such as ours, which treats the coupling of
phonons and spins in a realistic and symmetry-consistent
manner, is needed to describe these effects.

3. Atom-resolved phonon angular momentum

Asmentioned earlier, inversion is no longer a symmetry in
Cr2O3, but inversion times time reversal (iT ) remains a
symmetry. Thismeans that iT maps total angularmomentum
from L⃗ to −L⃗, resulting in L⃗ ¼ 0⃗ for any nondegenerate
single mode or for the sum over two degenerate modes.
However, each atom can still possess a nonzero ARPAM
defined by Eqs. (14) and (15) above. ARPAM is a pseudo-
vector assigned to each atom and has the same symmetry as a
local magnetic moment. The configuration of the local
magnetic moment is determined by the magnetic space
group, and this is also true for the ARPAM.
For Cr2O3, Cr and O atoms occupy Wyckoff positions

12c and 18e, respectively. The possible configurations of
ARPAM (and local magnetic moments) are listed in
Table VI [based on the Bilbao crystallography server
[74–76] (through the MWYCKPOS module [77])], indicating
that Cr atoms can have only out-of-plane angular momen-
tum Lz or −Lz, while O atoms can have only in-plane
angular momentum in a way that respects C3 symmetry.
This is further supported by the numerical results presented

in Table IV. In Fig. 5, we visualize the ARPAM for the Eð1Þ
g

perturbed phonon around 36 meV and the Að2Þ
2g perturbed

phonon near 57 meV, where the Lz for Cr atoms and the in-
plane angular momentum for O atoms are clearly visible.
It is important to note that there exists a gauge freedom

for each E doublet, where the two degenerate modes can be
unitarily mixed with each other through a U(2) matrix.
Therefore, discussing ARPAM for each individual E mode
is meaningless, as it is gauge dependent. However, the sum
of ARPAM for the two degenerate E modes is gauge
independent. To demonstrate this, let us consider an E
doublet labeled by n ¼ f1; 2g, where Ln;Iz denotes the
ARPAM for atom I along the z direction. Then, the sum of
L1;Iz and L2;Iz is

L1;Iz þ L2;Iz

¼ ℏMITr

��u�1;Ix u�1;Iy
u�2;Ix u�2;Iy

��
0 −i
i 0

��
u1;Ix u2;Ix
u1;Iy u2;Iy

��

¼ 2ℏMI½Imðu�1;Ixu1;IyÞ þ Imðu�2;Ixu2;IyÞ�; ð30Þ

TABLE V. Raman and IR activities for bare and perturbed
phonons. For perturbed phonons, the Irrep� column indicates the
irrep of perturbed phonons labeled by irreps of D3d, which is
made possible by the weak interirrep mixing. In cases where a
perturbed phonon exhibits both Raman and IR activity, the minor
activity is presented within parentheses and is subordinate to the
major activity.

Bare phonons Perturbed phonons

Irrep Activity Irrep Irrep� Activity

Eg Raman E Eg-like Raman (IR)
Eu IR E Eu-like IR (Raman)
A1g Raman A1 A1g-like Raman
A1u A1 A1u-like Raman
A2g A2 A2g-like IR
A2u IR A2 A2u-like IR

TABLE VI. Possible configurations of ARPAM for bulk Cr2O3

according to the magnetic space group R3̄0c0. Cr atoms can have
only out-of-plane angular momentum Lz or −Lz, while O atoms
can have only in-plane angular momentum and must respect C3

symmetry.

Atom Wyckoff positions ARPAM

Cr 12c ð0; 0; LzÞ, ð0; 0;−LzÞ
O 18e fI; C3; C2

3gðLx; 0; 0Þ
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which is the trace of a product of three matrices. While
different gauges correspond to different bases for these
matrices, they do not affect the trace, making L1;Iz þ L2;Iz a
gauge-invariant quantity. This is also true for the x and y
directions. The ARPAM for E-irrep perturbed phonons
shown in Table IV is traced over the two degenerate modes
in the doublet. For Emodes with nonzero ARPAM, there is
no gauge choice in the degenerate subspace where the
phonon mode displacements can be expressed as purely
real eigenvectors.

4. Chiral decomposition of E modes

Despite the fact that perturbed E phonons are always
doubly degenerate, it is still worthwhile to decompose the
doublet into two single E chiral phonons that respect C3

symmetry individually and have complex eigenvalues.
There are several reasons for this. First, these chiral
phonons are excited by circular-polarized photons [45].
Second, they exhibit different energies in the presence of an
external magnetic field along the z direction. Finally, these
modes correspond to a special gauge choice in which each
individual mode has the largest Lz magnitude. To decom-
pose the E doublets, we diagonalize the C3 matrix using the
bases formed by two degenerate E modes. The resulting
eigenvectors correspond to two E chiral phonons that
respect C3 symmetry individually. Since the two E modes
together respect the C3 symmetry, the C3 matrix has to be a
2 × 2 unitary matrix, and is therefore diagonalizable.
We decompose the Eg-like perturbed phonons around

36 meV into two chiral phonons denoted as Eð1Þþ
g and

Eð1Þ−
g , and visualize their real parts, imaginary parts, and

ARPAM in Fig. 6. The real parts of the two modes are

almost identical to each other, while the imaginary parts are
almost opposite. As a consequence, the ARPAMs of the
two modes are also nearly opposite to each other. The
PAMs for the − and þ modes are �0.8593ℏ, respectively.
However, the ARPAMs of the two modes do not cancel out
perfectly, and their sum is shown in the left panel of Fig. 5.
Other Eg-like and Eu-like perturbed phonons can also be
decomposed in the same manner.

5. Magnons

We now turn to a discussion of the magnons. As a
reminder, bare magnons are solved as described in
Sec. IVA 2, while perturbed magnons are magnonlike
solutions of the EOM of the present approach. The energies
of bare and perturbed magnons are presented in Table VII,
and the numerical values for the matrices KðssÞ and GðssÞ
describing the bare magnons are given in Appendix C.
We find that bare and perturbed magnons have almost

identical energies, which results from the weak SOC for
both the Cr and the O atoms. Since magnons belong to the
E irrep, they must be doubly degenerate. These degenerate
magnons can be decomposed into two magnons, each with
χðC3Þ equal to ε or ε�, following the same method we use

FIG. 5. ARPAM for two selected modes in bulk Cr2O3: E
ð1Þ
g -

like mode near 36 meV and Að2Þ
2g -like mode near 57 meV. The

ARPAM for the Eg-like mode is traced over two degenerate
modes. The amplitude of ARPAM in this figure is amplified by a
factor of 1000 compared to Fig. 6.

FIG. 6. The real and imaginary components, as well as
ARPAM, of the chiral phonon Eð1Þ−

g around 36 meV in
Cr2O3. The Cr atoms are shown in blue, while the top-layer
and bottom-layer O atoms are depicted in bright and dark red,
respectively. The green vectors indicate the real part of the
phonon displacement, the blue vectors indicate the imaginary
part, and the brown vectors represent the ARPAM. The real parts

of Eð1Þþ
g are almost identical to Eð1Þ−

g , while its imaginary parts

and ARPAM are almost opposite to those of Eð1Þ−
g .
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with E phonons. Additionally, these magnons can also be
excited by circular-polarized photons.
We next analyze the symmetries of magnons by con-

sidering the Eg and Eu components of each magnon mode,
in a manner analogous to Eq. (29). Unlike the bare
phonons, however, the bare magnons do not have well-
defined parity, because the magnetic order strongly violates
inversion symmetry. Therefore, we base our analysis on the
eigenvectors of the anisotropy matrix KðssÞ instead. Note
that KðssÞ, being quadratic in the spin d.o.f., is real and
symmetric, so that the symmetry operator iT behaves like i
for KðssÞ. Thus, it has well-defined Eg and Eu eigenvectors
that we denote as jtμi. Then, the Eg and Eu components of a
general solution jsμi are defined via

ρμðirrepÞ ¼
�X

ν∈ irrep
jhtνjsμij2

�
1=2

; ð31Þ

where both jtνi and jsμi are normalized. These ρ values can
be used to quantify the extent to which the inversion
symmetry is broken for magnons, and the numerical values
are listed in Table VII. We find that the acoustic magnons,
which have lower energies, are nearly Eu modes. However,
the optical magnons have comparable ρðEgÞ and ρðEuÞ
values, indicating that the inversion symmetry is strongly
broken for these modes. This is not surprising, and is true
also for the bare magnons, since the equations of motion for
spin strongly violate TRS.
Note that we apply a 2% epitaxial strain to fix the sign of

the magnetic anisotropic energy, which is related to the
energy of acoustic magnons. Although the variation of the
magnon energies is sensitive to strain, the impact of such
variations on the phonon energy corrections is negligible.
This is clarified by the perturbative analysis in Appendix D,
particularly evident in Eq. (D20). Given that the energy
difference between the E phonons and acoustic magnons is
over 30 meV, a 1-meV variation in the magnon energy leads
to a change of only about 3% in the phonon energy
correction. Thus, changes in acoustic magnon energy, or
the magnetic anisotropic energy, do not significantly
influence the phonon energy corrections.

6. Summary of Cr2O3

In summary, our analysis shows that perturbed phonons
possess D3 symmetry, while bare phonons exhibit D3d

symmetry. The E-type irreps of both D3 and D3d are two
dimensional, implying that there is no energy splitting
despite the breaking of TRS. However, an E doublet can
still be decomposed into two chiral phonons with different
chiralities that respect C3 symmetry. These chiral phonons
can be excited by circular-polarized photons with different
handedness, and their degeneracy will be lifted if an
external magnetic field is present. Each perturbed phonon
consists of components from two irreps of bare phonons,
yet the level of interirrep mixing remains minimal. This
characteristic implies that the inversion symmetry within
the phonon sector is not strongly broken. Despite this
minimal mixing, it is necessary to label perturbed phonons
according to the irreps of the unitary subgroup of the
magnetic point group. As a result, the infrared and Raman
activity properties of these perturbed phonons differ from
those of the bare phonons—a phenomenon that is con-
firmed by recent experimental observations. Magnons
belong to the E irrep, and are therefore doubly degenerate.
The magnons are mixtures of Eg and Eu sectors, indicating
a strong inversion symmetry breaking for magnons.

C. Perturbed phonons and magnons in 2D systems

In Secs. IVA and IV B, we investigate chiral phonons in
3D systems, considering both FM and AFM cases. In this
section, we shift our focus to 2D systems, specifically a
monolayer of FM CrI3 and a monolayer of AFM VPSe3.

1. Chiral phonons in the monolayer CrI3
Bulk CrI3 has van der Waals gaps between layers, which

allows it to be exfoliated to a 2D single layer while
maintaining FM order [69]. In this section, we report our
calculations of chiral phonons in monolayer CrI3, with a
focus on comparing the results with those in the bulk cases.
The crystal structure of monolayer CrI3 is depicted in

Fig. 7. The magnetic group P3̄1m0 is a type-III black-white
group, as is the case for bulk Cr2O3. The CrI3 monolayer
has higher structural symmetry than that of bulk CrI3 due to
the presence of dihedral mirrors (σd) and twofold rotations
about an in-plane axis (C0

2) that are absent in the bulk. This
higher symmetry results in a structural D3d point group,
which is twice the size of the structural group S6 of bulk
CrI3. However, the newly added symmetries are all anti-
unitary in the presence of the FM spin ordering, so that the
unitary group is again just S6.
Thus, we again label the perturbed phonons at Γ using

irreps of S6, under which they decompose to 4Ag ⊕ 4Eg ⊕
4Au ⊕ 4Eu, where one Au mode and two Eu modes are
acoustic modes. Similar to bulk CrI3, the Eg and Eu irreps
in the S6 point group correspond to two 1D complex irreps
rather than a single 2D irrep. As a result, the Eg and Eu

chiral phonons are no longer doubly degenerate and have
energy splittings when compared to bare phonons. We refer
to the Eg and Eu phonons as chiral phonons because they

TABLE VII. Energies of the bare magnons (E0) and corre-
sponding shifts of perturbed magnons (ΔE) in bulk Cr2O3, as
well as their Eg and Eu components defined in Eq. (29).

E0 (meV) ΔE (μeV) ρðEgÞ ρðEuÞ
2.423 −0.043 0.0386 0.9993
66.899 −0.045 0.6701 0.7423
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individually respect C3 symmetry, but instead of having
identity C3 eigenvalues, they have complex eigenvalues
(ε or ε�). In Table VIII, we present the energies, angular
momenta, and C3 eigenvalues of the Eg and Eu chiral
phonons, along with the energies of the bare phonons as a
reference. Additionally, we include the results for magnons.

Comparing Tables VIII and I, we observe that Eg chiral
phonons in monolayer CrI3 have a similar energy splitting
to those in bulk CrI3, but with larger PAM because the in-
plane motion has been enhanced relative to out-of-plane
motion. In monolayer CrI3, the Eu chiral phonons around
10 meV have the largest energy splitting because they are
closest in energy to the Eu magnon. Overall, the mecha-
nisms for Eg and Eu chiral phonons in bulk and monolayer
CrI3 are similar despite differences in energy splittings and
magnon energies.
In order to discuss the phonons belonging to the A irreps,

it is essential to first determine the symmetries of the bare
phonons. Similar to our argument in bulk Cr2O3, since σdT
and C0

2T remain as symmetries, the bare phonons must
possess D3d symmetries instead of S6. We find that the
Γ-point bare phonons can be decomposed into 2A1g ⊕
2A2g ⊕ 4Eg ⊕ 1A1u ⊕ 3A2u ⊕ 4Eu, wherein one A2u

mode and two Eu modes are acoustic. The presence of
magnetic moments breaks the σd and C0

2 symmetries of the
bare phonons, which leads to interirrep mixing between the
bare phonons of different irreps in the perturbed phonons.
According to the correlation table of the D3d point group,
the A1g and A2g irreps combine to form the Ag irrep of S6,
while the A1u and A2u irreps combine to form Au. However,
as in bulk Cr2O3, the interirrep mixing in monolayer CrI3 is
found to be relatively weak, as demonstrated by the results
presented in Table IX. This allows us to continue to refer to
the perturbed phonons as, e.g., A1g-like based on their
predominant character. Nevertheless, it is important to
emphasize that the correct labeling of zone-center phonons
should consider the irreps of the S6 group rather than the
D3d group.
Table IX contains the energies, angular momenta, and

interirrep mixing of Ag and Au perturbed phonons. Bare
phonon energies are also included as a reference for the
energy shifts. By comparing Tables II and IX, we observe
that the perturbed phonons from the A irreps in both bulk
and monolayer CrI3 exhibit small energy shifts and have a
small PAM, indicating a weak effect of theGðppÞ matrices in
both cases.

FIG. 7. Side (a) and top (b) views of the crystal structure of
monolayer CrI3, with a dashed line indicating the unit cell. Cr
atoms are depicted in blue, while top-layer and bottom-layer I
atoms are in bright and dark magenta, respectively. The black
vectors indicate the magnetic moments, which are oriented along
the z direction.

TABLE VIII. Energies, z-direction total PAM (Lz), and C3

eigenvalue [χðC3Þ] of Eg and Eu chiral phonons and magnons in
monolayer CrI3 calculated using the present approach. The bare
phonon and magnon energies E0 are included as a reference for
the energy shift ΔE.

Irrep E0 (meV) ΔE (meV) LzðℏÞ χðC3Þ
Phonons
Eg 6.2343 −0.0028 0.1757 ε�

0.0033 −0.1762 ε
12.6725 −0.0005 −0.2398 ε�

0.0007 0.2420 ε
13.4436 −0.0010 0.2234 ε�

0.0011 −0.2250 ε
30.1453 −0.0028 0.8408 ε�

0.0028 −0.8408 ε
Eu 10.0072 −0.0595 0.2535 ε

−0.0014 −0.2314 ε�
14.2708 −0.0063 −0.7224 ε�

0.0450 0.7279 ε
28.2112 0.0010 −0.9540 ε

0.0036 0.9538 ε�
Magnons
Eg 0.9731 −0.0069 ε
Eu 10.5988 −0.0060 ε

TABLE IX. Energies, total z-direction PAM (Lz), and interirrep
mixing for A-irrep perturbed phonons in monolayer CrI3. “Irrep”
labels are those of the parent bare phonons, whose energiesE0 are
included as a reference for the energy shift ΔE.

Irrep E0 (meV) ΔEð10−8 meVÞ Lzð10−4ℏÞ ρn (10−4)

A1g 9.47 −6.3 −2.07 1.47
16.12 −67.4 1.50 2.30

A2g 10.92 2.2 2.22 1.72
26.98 125.4 −2.10 3.77

A1u 16.67 −5.0 −2.49 1.37
A2u 7.02 −3.7 0.94 0.48

32.69 27.0 0.49 1.49
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Concerning the magnons, we find that the energy of the
optical magnon in monolayer CrI3 is lower than in the bulk.
This is attributable to the absence of ferromagnetic interlayer
exchange in the monolayer [78]. In contrast, the energy for
the acoustic magnon is greater than that in the bulk. As the
acousticmagnon energy is related to themagnetic anisotropy
energy (MAE), this suggests a greater MAE for monolayer
CrI3. This observation agrees with findings from another
study [79], where the generalized-gradient approximation to
the exchange-correlation functional was used [80]. The
numerical values for thematricesKðssÞ andGðssÞ are provided
in Appendix C.
In summary, as is the case for the chiral phonons in bulk

CrI3, the Eg and Eu chiral phonons in monolayer CrI3 are
no longer doubly degenerate and possess significant
angular momentum. The Ag and Au perturbed phonons
exhibit small energy shifts with respect to the bare phonons
and acquire nonzero angular momentum. However, unlike
the bulk case, Ag and Au perturbed phonons in monolayer
CrI3 exhibit interirrep mixing due to the symmetry reduc-
tion caused by the presence of magnetic order. From the
perspective of optical activity, the A2g-like perturbed
phonons are weakly Raman active, since they contain
some components from the A1g sector, whereas the A1u-
like perturbed phonons acquire some IR activity due to
components from A2u.

2. Phonons in monolayer VPSe3
In this section, we investigate the phonons of a VPSe3

monolayer, which is a 2D AFM insulator. It is predicted to
have a Néel-type AFM structure [64], with the magnetic
moment oriented along the z direction. The crystal structure
of monolayer VPSe3 is depicted in Fig. 8. The magnetic
space group is P3̄01m, which is again a type-III black-white
group. The structural point group is D3d, but the magnetic
moments from V atoms break both inversion (i) and
twofold-rotational (C0

2) symmetries, reducing the unitary
point group to C3v. The threefold rotation (C3) and dihedral
mirror (σd) remain symmetries of the magnetic group,
together with operations iT , C0

2T , and S6T .
According to the character table for the C3v point group,

the E irrep is a true 2D irrep, i.e., not a complex-conjugate
pair of 1D irreps. Therefore, perturbed phonons belonging
to E irreps must be doubly degenerate, which is confirmed
by the numerical results in Table X. The energies of the
perturbed phonons are described by energy shifts ΔE with
respect to the bare phonon energies (E0).
The VPSe3 monolayer maintains iT symmetry similar to

Cr2O3. This symmetry forbids the existence of a nonzero
total PAM but permits the presence of nonzero ARPAMs.
The magnetic space group of VPSe3 is P3̄01m, with V, P,
and Se atoms occupying the 2c, 2e, and 6k Wyckoff
positions, respectively. We find that V atoms possess only
nonzero Lz, Se atoms can have only nonzero in-plane L,

and P atoms cannot carry angular momentum. The
ARPAMs for the perturbed phonons traced over the sub-
space of degenerate doublet for phonons with E irreps are
provided in Table X. It is possible to further decompose the
doublets from E irreps into two chiral phonons, which
individually respect the C3 symmetry but have different
complex eigenvalues.
Building on our earlier discussion, similar to monolayer

CrI3 and Cr2O3, theD3d symmetry is preserved byKðppÞ and
MðppÞ inmonolayerVPSe3, allowingus to use irreps ofD3d to
label zone-center bare phonons. These bare phonons decom-
pose to 5Eg ⊕ 5Eu ⊕ 3A1g ⊕ 4A2u ⊕ 1A1u ⊕ 2A2g, with
one A2u and two Eu modes being acoustic modes. However,
due to the presence of magnetic moments on Vatoms, i and
C0
2 symmetries are broken, reducing the symmetry toC3v and

requiring the use of irreps from this point group to label
perturbed phonons instead of D3d. The interirrep mixing
resulting from the symmetry reduction can be determined
from the correlation table, which shows that Eg and Eu

bare phonons form E perturbed phonons, A1g and A2u bare
phonons form A1 perturbed phonons, and A2g and A1u

bare phonons form A2 perturbed phonons. As in the cases
of monolayer CrI3 and Cr2O3, the interirrep mixing caused
by the magnetic order is small. Thus, we still refer to the
perturbed phonons as Eg-like, etc., but again the correct
labeling of those perturbed phonons should involve the irrep
of C3v rather than those of D3d.

FIG. 8. Side (a) and top (b) views of the crystal structure of
monolayer VPSe3, with a dashed line indicating the unit cell.
Bright and dark shades denote V atoms with spin-up and -down,
respectively. Purple atoms represent P atoms, while top-layer and
bottom-layer Se atoms are in bright and dark green, respectively.
The magnetic moments, oriented along the z direction, are
denoted by black vectors.
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The interirrep mixing ρ is defined in the same manner as
with Cr2O3 using Eq. (29), and the results are presented in
Table X. The interirrep mixing leads to anomalous Raman
and IR activities as well. For example, the A1g-like and Eg-
like perturbed phonons, which are strongly Raman active,
now acquire small IR activities, while IR-active A2u-like
and Eu-like perturbed phonons acquire small Raman
activities. The A2g-like and A1u-like perturbed phonons
remain silent in both Raman and IR activities.
In addition, we study the energies of bare and perturbed

magnons. Both bare and perturbed magnons are doubly
degenerate as they belong to the E irrep. The bare magnon
energy is found to be 8.58 meV, while the energy shift of the
perturbed magnon is −0.81 μeV, which is more significant
than in Cr2O3. This can be attributed to the larger SOC in
VPSe3. We further analyze the symmetry of the perturbed
magnon by decomposing it into Eg and Eu eigenmodes of
KðssÞ. Our findings reveal that ρðEuÞ ¼ 0.9992, while
ρðEgÞ ¼ 0.0405, indicating that the magnon is almost
entirely of Eu symmetry, similar to the acoustic magnon
in Cr2O3. The numerical values for the matrices KðssÞ and
GðssÞ are provided in Appendix C.
To summarize, we computed the perturbed phonons of

monolayer VPSe3. While bare phonons retain D3d sym-
metry, perturbed phonons possess onlyC3v symmetry due to
the presence of magnetic moments. As in the case of Cr2O3,

the E-irrep in C3v is a 2D irrep, preserving degeneracy
despite the broken TRS. The total PAM of each perturbed
phonon is zero due to iT symmetry, but perturbed phonons
can possess nonzeroARPAM.Moreover, we also investigate
the energies of bare and perturbed magnons, finding that the
energy shift of magnons is greater than in Cr2O3. Although
the magnon is almost entirely of Eu symmetry, the Eg-Eu

mixing in the magnon sector is more pronounced than in the
phonons.

V. DISCUSSION

A. Role of spin-orbit coupling

SOC is essential to the physics described above. We
identify three matrices, namely, KðspÞ, GðspÞ, and GðppÞ, all
of which either violate TRS or mediate the interaction
between phonons and magnons. Here we show that in
collinear systems such as those considered here, all three of
these matrices vanish in the absence of SOC. Since these
matrices control the splittings of degenerate phonon modes,
it follows that these splittings also vanish without SOC.
This is demonstrated here using formal arguments and then
confirmed via numerical calculations on bulk CrI3.
In the absence of SOC, the presence of global spin

rotational symmetry implies that the exchange interactions
are of pure Heisenberg form H ¼ P

hiji JijSi · Sj, where
the Jij depend on the atomic coordinates. Spin-phonon
coupling in noncollinear systems is often described in terms
of exchange striction, i.e., the first-order changes of Jij with
atomic displacements (see, e.g., Ref. [81]). However, such
variations of Jij do not induce any spin canting in an SOC-
free collinear system. This follows because the energy is
stationary with respect to canting of any spin, since
δH ¼ P

hiji Jij½Si · δSj þ δSi · Sj�, and Si and δSj are
orthogonal in a collinear spin system.
A complementary point of view comes from noting that

the spinor wave functions are separable into real spatial
wave functions with pure spin-up or spin-down character in
an SOC-free collinear magnet. This remains true as atoms
are displaced, so that there is no induced spin canting. This
observation also explains whyGðppÞ vanishes. For example,
consider three structural configurations, a reference 0 and
configurations with displacements δqi and δqj. The Berry
phase

Φij ¼ −Im ln½hψ0jψδqiihψδqi jψδqjihψδqj jψ0i� ð32Þ

clearly vanishes, since all inner products are real.
The argument for the vanishing of GðspÞ is slightly more

subtle. This time, one of the displacements, say, δqj, is
replaced by a spin canting δsj of one spin. The spin system
is no longer collinear, but it is still coplanar. In this case, the
spinors can be represented using Pauli matrices σ3 and σ1 to
span the plane in which the spins lie. Both of these Pauli
matrices are real, so the overall spatial-spinor wave

TABLE X. Bare phonon irreps, energies, ARPAM of V atoms
in the z direction (V Lz), ARPAM of Se atoms in the y direction
(Se Ly), and interirrep mixing (ρ) of perturbed phonons in
monolayer VPSe3. Bare phonon energies E0 are included as a
reference for energy shifts ΔE. The E-irrep phonons are doubly
degenerate. The energy shifts ΔE for A-irrep perturbed phonons
are on the order of 10−5μeV.

Irrep
E0

(meV)
ΔE
(μeV)

V Lz

ð10−4ℏÞ
Se Ly

ð10−4ℏÞ ρ ð10−4Þ
Eg 12.790 0.052 −0.238 0.008 0.384

15.102 0.230 0.337 0.707 4.161
20.127 0.049 −0.055 −0.441 1.116
27.728 −0.001 −9.280 −0.145 6.013
53.837 0.016 −0.055 −0.323 26.994

Eu 14.526 0.033 −0.453 −0.620 4.269
18.125 0.049 0.077 0.189 1.029
30.765 −0.005 11.104 0.171 6.768
53.697 −0.019 0.039 0.245 26.945

A1g 18.743 0.000 0 −0.224 1.154
25.490 0.000 0 0.050 1.032
62.327 0.000 0 −0.012 0.357

A2u 16.287 0.000 0 0.280 1.101
32.081 0.000 0 −0.104 0.624
37.856 0.000 0 −0.142 0.859

A1u 16.625 0.000 0 0 0.581
A2g 8.955 −0.000 0 0 0.307

30.688 0.000 0 0 0.220
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functions remain real, and the Berry phase around the loop
remains zero.
To confirm these conclusions, we repeat the calculation

of the spin splittings in bulk CrI3 while varying the strength
of the SOC used in the first-principles calculations. This
adjustment requires the introduction of a multiplicative
factor in the computational code, followed by recompila-
tion. Figure 9 shows the variation of the phonon energy
splittings ΔE with the scaling factor λ for the SOC, where
λ ¼ 1 is the physical strength. Clearly, the splittings get
smaller as λ is reduced and vanish at λ ¼ 0, consistent with
our expectations.
We find that KðspÞ, GðspÞ, and GðppÞ have linear as well as

quadratic terms in λ (with the exception of the KðspÞ
coupling to acoustic magnons). The quadratic terms are
dominant in most cases in Fig. 9, although the linear
behavior dominates for the highest-energy Eg mode.
We emphasize that these conclusions hold for collinear

spin systems. While we do not study noncollinear systems
in this work, we fully expect the present approach to apply
in that case. In particular, exchange striction will induce
bilinear couplings between atomic displacements and spin
cantings as captured by our spin-phonon Hession KðspÞ,
even in the absence of SOC. The role of SOC in the spin-
phonon coupling of noncollinear systems may be an
interesting avenue for future research.

B. Connection with experiment

Before concluding this paper, we would like to provide
some comments on experiments. In materials where chiral
phonons exhibit an energy splitting, it is possible to
measure this splitting using Raman or IR spectroscopy.
Since the splittings for Eg chiral phonons are usually small,
it may be more feasible to measure splittings of Eu chiral
phonons using IR spectroscopy. Additionally, circular-
polarized photons with different handedness can excite
chiral phonons with different chiralities, and observing the
peak shift on the spectrum measured using different
circular-polarized photons is possible. Another approach

is to measure the magnetic moment of the excited chiral
phonon using circular-polarized photons, which can be
applicable regardless of the presence of energy splitting.
Light-induced demagnetization has been observed in many
materials, including bulk CrI3 [82], due to electronic
excitation of crystal field levels. However, by adjusting
the energy of photons to resonate with a chiral phonon but
not to excite electrons, one can selectively probe the chiral
phonons because the energy differences between crystal
field levels or semicore levels are typically larger than
phonon energies. Therefore, electronic excitations can be
avoided when probing chiral phonons selectively.

VI. CONCLUSION

Based on a Lagrangian formulation, we developed a
theoretical formalism and computational methodology to
determine adiabatic dynamics in systems with multiple
slow degrees of freedom. Our computational methodology
is based on static constrained DFT calculations of Hessians
and Berry curvatures with respect to the slow parameters in
order to extract the semiclassical dynamics. This frame-
work constitutes a general and computationally efficient
approach that does not require explicit time-dependent
ab initio calculations as in, e.g., TDDFT, or other special-
ized capabilities beyond those commonly found in, or
easily added to, widely available DFT codes. We demon-
strated the utility of this methodology by applying it to
phonons and spins (magnons) in magnetic insulators, as the
dynamics of each is generally on the same energy scale. This
represents a more systematic way of treating spin-phonon
dynamics compared to conventional approaches which rely
on building spin models and parametrizing their dependence
on atomic displacements.
Specifically, we showed that the inclusion of the Hessians

and Berry curvatures involving spin and phonon d.o.f. are
required to accurately describe the often-neglected effects of
TRS breaking on phonon modes at the zone center. Results
for four case-study materials were presented, covering both
FM and AFM ordering, as well as 2D and 3D materials. FM
CrI3 (both 3D bulk and 2D monolayer) exhibits energy
splittings of its E-type modes (which are doubly degenerate
under TRS) at the zone center. This results in chiral phonons
exhibiting circular atomic motion leading to a significant
phonon angular momentum. In AFM Cr2O3 (3D bulk) and
VPSe3 (2D monolayer), the E-type modes remain doubly
degenerate, but the inversion symmetry breaking from the
magnetic order results in modes with mixed Eg and Eu

character. The angular momentum of a phonon in these
materials is zero in total, but can exhibitwell-definednonzero
atom-resolved contributions. In addition, the mixing of Eg

and Eu modes implies that the Raman modes acquire some
small IR character and vice versa, a feature that is open to
experimental confirmation.
This work opens up various directions for future study.

The general methodology will be useful in any material

(a) (b)

FIG. 9. Energy splittings (ΔE) for the Eg chiral phonon modes
(a) and Eu chiral phonon modes (b) in bulk CrI3, plotted as a
function of the spin-orbit coupling strength scaling factor (λ). The
ΔE represents the energy difference between the “þ” mode and
the “−” mode near that energy.
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with interesting dynamics involving multiple slow d.o.f.
Specifically in the area of spin-phonon dynamics, it allows
the search for materials with large splittings of chiral
modes, due, for example, to large SOC or approximate
degeneracies between phonon and magnon branches. It
also motivates the exploration of dynamics of materials
with more complicated magnetic structures, such as non-
collinear or so-called altermagnetic [83,84] orders. Finally,
we focused here on zone-center modes, but the method-
ology shows promise for being generalized for computing
the coupled spin-phonon dynamics across the Brillouin
zone, which is relevant for the thermal Hall effect.
Overall, we expect that the developments in this work

will allow efficient and accurate calculations of generalized
adiabatic dynamics, and thus the exploration of much
resulting novel physical phenomena in spin-phonon
coupled systems and beyond.
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APPENDIX A: DERIVATION
OF PHONON HAMILTONIAN

In this section, we review the adiabatic theory of phonons
with TRS breaking, which is based on a Hamiltonian
formalism first introduced by Mead and Truhlar (MT)
[25]. In theMTapproach, the only slow variables are nuclear
coordinates. One can start from the full Hamiltonian for a
system with electrons and nuclei, which is [85]

Htot ¼ TNðRÞ þ TeðrÞ þ Vðr; RÞ;

TNðRÞ ¼ −
X
I

ℏ2∇2
I

2MI
;

TeðrÞ ¼ −
X
i

ℏ2∇2
i

2m
; ðA1Þ

where TNðRÞ and TeðrÞ are nuclear kinetic energy and
electronic kinetic energy, respectively.Vðr; RÞ represents the
total electrostatic interactions between electrons, nuclei, and
electron-nuclei interactions, which includes the effects of
spin-orbit coupling. R is the nuclear coordinate, and r is
electronic. I runs over nuclei, and i runs over electrons.ZIe is
the positive charge for the nucleus I. The Schrödinger
equation for the wave function Ψðr; RÞ is

½TNðRÞ þ TeðrÞ þ Vðr; RÞ�Ψðr; RÞ ¼ WΨðr; RÞ; ðA2Þ

where W is the energy for the whole system.
Now, one can implement the Born-Oppenheimer

approximation [24], which treats R as a slow variable
and assumes the electronic dynamics is always much faster
than nuclear vibrations. As a consequence, the wave
function can be separated into an electronic and nuclear
part

Ψðr; RÞ ¼ ψðr;RÞχðRÞ; ðA3Þ

where the electronic part ψðr;RÞ, which satisfies

½TeðrÞ þ Vðr; RÞ�ψðr;RÞ ¼ ϵðRÞψðr;RÞ; ðA4Þ

is the normalized ground-state wave function with respect
to the nuclear coordinates R. ψðr;RÞ, Vðr; RÞ, and ϵðRÞ
depend on R parametrically. One should also notice that
ψðr;RÞ has a U(1) gauge freedom; namely,

ψ̃ðr;RÞ ¼ eiϕðRÞψðr;RÞ ðA5Þ

is also a solution to Eq. (A4), where eiϕðRÞ is anR-dependent
phase factor. Plugging Eq. (A3) into Eq. (A2), multiplying
ψ�ðr;RÞ from the left, and integrating over r gives

�X
Iα

ðPIα − ℏAIαÞ2
2MI

þ ϵðRÞ þ ΛðRÞ
�
χðRÞ ¼ WχðRÞ;

ΛðRÞ ¼ ℏ2

2MI
ðh∂IαψðRÞj∂IαψðRÞi − A2

IαÞ;

AIα ¼ ihψðRÞj∂IαψðRÞi; ðA6Þ

where AIα is a Berry potential with respect to nuclear
displacements thus called “nuclear Berry potential.” As first
pointed out by Mead and Truhlar [25], it is not always
possible to make AIα zero by tuning the R-dependent phase
ϕðRÞ in Eq. (A5). Here the Dirac bra-ket notation is only for
the electronic degree of freedom r. Note that ΛðRÞ can be
rewritten as

ΛðRÞ ¼ ℏ2

2MI
h∂IαψðRÞjQj∂IαψðRÞi;

Q ¼ 1 − jψðRÞihψðRÞj; ðA7Þ
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therefore, ΛðRÞ is gauge independent. ΛðRÞ is related to the
expectation value of electronic kinetic energy hTeðrÞi to the
order ofm=M, wherem andM are the electronic and nuclear
mass, respectively. As hTeðrÞi is included in ϵðRÞ, we have
ΛðRÞ ≪ ϵðRÞ. Sincewe focus on brokenTRS in this work, it
is worth noting thatΛðRÞ does not break TRS. Therefore, we
disregard ΛðRÞ in this work. In addition, we consider only
nuclear d.o.f. in this section. To simplify the notation, we
introduce a composite index l for Iα, which is used to label
nuclear d.o.f.
Now we are ready to write down the effective

Hamiltonian for phonons, which is

Heff ¼
X
l

ðPl − ℏAlÞ2
2Ml

þ ϵðRÞ; ðA8Þ

and the EOM is

Ṙl ¼
∂H
∂Pl

¼ Pl − ℏAl

Ml
; ðA9Þ

Ṗl ¼ −
∂H
∂Rl

¼
X
m

Pm − ℏAm

Mm
ð∂lAmÞ − ∂lϵðRÞ;

¼ ℏ
X
m

Ṙm∂lAm − ∂lϵðRÞ; ðA10Þ

where ∂l denotes ∂=∂Rl. Combining Eqs. (A10) and (A9),
one can get

MlR̈l ¼ Ṗl − ℏȦl

¼ −∂lϵðRÞ þ ℏ
X
m

Ṙmð∂lAm − ∂mAlÞ; ðA11Þ

where we use the relation ȦlðRÞ ¼ ð∂mAlÞṘm in the second
line. By introducing

Glm ¼ ℏΩlm ¼ ℏð∂lAm − ∂mAlÞ; ðA12Þ

where the Ωlm is the nuclear Berry curvature, which is
gauge invariant, Eq. (A11) can be written in a compact
form as

MlR̈l ¼ −∂lϵðRÞ þ
X
m

GlmðRÞṘm: ðA13Þ

Equation (A13) is equivalent to Eq. (9) for the case that Qi
corresponds to a nuclear d.o.f. However, they are obtained
using Hamiltonian and Lagrangian formalism, respectively.
In this way, starting with a full quantum theory, a semi-
classical theory of the dynamics has been derived.

APPENDIX B: FROM PRESENT APPROACH
TO SPIN-PHONON MODEL

It is mentioned in Sec. II C that the spin-phonon model in
Ref. [33] includes only GðssÞ and neglects all other Berry
curvature tensors, which we illustrate below. If we letGðppÞ,
GðpsÞ, and GðspÞ be all zero, then we get the EOM for the
spin-phonon model as

MðppÞjüi ¼ −KðppÞjui − KðpsÞjsi;
GðssÞjṡi ¼ KðspÞjui þ KðssÞjsi: ðB1Þ

These equations can be solved exactly. However, to
establish a connection with the minimal spin-phonon model
proposed in Ref. [33], we can derive Eq. (6) in that
reference from Eq. (B1).
We introduce the new phonon vector jvi ¼ M1=2jui, so

that MðppÞ no longer appears in the EOM explicitly.
Consequently, Eq. (B1) can be rewritten as

jv̈i ¼ −K̃ðppÞjvi − K̃ðpsÞjsi; ðB2Þ

GðssÞjṡi ¼ K̃ðspÞjvi þ KðssÞjsi; ðB3Þ

where K̃ðppÞ ¼ ½MðppÞ�−1=2KðppÞ½MðppÞ�−1=2, K̃ðpsÞ ¼
½MðppÞ�−1=2KðpsÞ, and K̃ðspÞ ¼ KðspÞ½MðppÞ�−1=2. Note
that K̃ðppÞ is the dynamical matrix.
Now we focus only on bulk CrI3 and include one bare

phonon doublet and the magnon from the same irrep in the
formalism. We introduce the unperturbed solution of
Eqs. (B2) and (B3), which we refer to as bare phonons
and magnons, as

K̃ðppÞjv�i ¼ ω2
pjv�i; ðB4Þ

KðssÞjs�i ¼ −iωmGðssÞjs�i; ðB5Þ

where ωp and ωm are energies for bare phonons and
magnons, respectively. The � subscript in jv�i and js�i
represents the left- and right-hand circular-polarized
modes. Specifically, for the Eg magnon, we have js�i ¼
1
2
ð1;∓i; 1;∓iÞT , where the first two components corre-

spond to the x and y components of the reduced spin unit
vector of the first Cr atom, and the last two components
correspond to the second Cr atom. Similarly, for the Eu

magnon, we have js�i ¼ 1
2
ð1;∓i;−1;�iÞT .

If we adopt the assumption made in Ref. [33], which
states that

G ¼ −S

0
BBB@

0 1 0 0

−1 0 0 0

0 0 0 1

0 0 −1 0

1
CCCA; ðB6Þ
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we can verify that

hs�jGðssÞjs�i ¼ �iS; ðB7Þ

regardless of whether js�i belongs to the Eg or Eu

magnons. However, in our numerical calculations for
CrI3, we observe that the effective spin S for Eg and Eu

magnons is slightly different. The numerical values for
these effective spins are provided in Appendix C.
According to symmetry considerations, modes with

different chiralities should not mix under any of the
matrices in Eq. (B1). Therefore, we have

hs�jKðspÞjv�i ¼ γ; ðB8Þ

hs�jKðspÞjv∓i ¼ 0; ðB9Þ

where γ represents the spin-phonon coupling strength. It is
always possible to add a phase to either js�i or jv�i in
order to make γ real. Therefore, we assume γ to be real,
resulting in hs�jKðspÞjv�i ¼ hv�jKðpsÞjs�i ¼ γ.
We can expand jvi and jsi in the bases of jv�i and js�i as

jvi ¼ x�jv�i; ðB10Þ

jsi ¼ s�js�i; ðB11Þ

wherex� and s� are coefficients representing themagnitudes
of the contributions from the corresponding basis vectors.
In the minimal spin-phonon model, it is assumed that the
mixing between differentEg doublets is negligible.However,
in reality, thismixing,which ismediated bymagnons, plays a
crucial role in explaining why the angular momenta of the
two circular-polarized modes do not cancel out exactly. A
more detailed analysis of this mixing based on the perturba-
tion approach can be found in Appendix D 1.
By multiplying hv�j to Eq. (B2) and substituting

Eqs. (B4), (B10), and (B8), we obtain

ðω2
p − ω2Þx� ¼ −γs�: ðB12Þ

Similarly, by multiplying hs�j by Eq. (B3) and substituting
Eqs. (B5), (B7), and (B8), we get

ð�ωs − ωÞs� ¼ ∓S−1γx�: ðB13Þ

Thus, we have successfully derived Eq. (6) in Ref. [33].
Although Eq. (B1) is derived from an adiabatic

Lagrangian formalism, we aim to demonstrate that it can
also emerge from the undamped Landau-Lifshitz equation
[52]. In its original form, the Landau-Lifshitz equation is
presented as

dM⃗
dt

¼ −γM⃗ ×
dH

dM⃗
; ðB14Þ

where H is the Hamiltonian, dH=dM⃗ is the effective
magnetic field, and γ represents the gyromagnetic ratio,
which is the ratio of the magnetic moment M⃗ to its
corresponding angular momentum S⃗. As the dynamic
variable in our study is the unit vector of spin s⃗ ¼ S⃗=S,
we can recast Eq. (B14) in terms of s⃗ as

S
ds⃗
dt

¼ −s⃗ ×
dH
ds⃗

: ðB15Þ

Equation (B15) can be rewritten in component form as

S
dsα
dt

¼ −ϵαβγsβ
dH
dsγ

; ðB16Þ

where α, β, and γ span over the Cartesian coordinates.
Given that the spin deviation from the z direction is small,
we can make a simplification on the right-hand side of this
equation by setting β ¼ z. Consequently, the equation
transforms into

S
dsα
dt

¼ ϵαγ
dH
dsγ

; ðB17Þ

where now, α and γ are confined to x and y Cartesian
directions. By reintroducing the matrix form and trans-
ferring the ϵ tensor to the left-hand side, we arrive at

−Sϵ
ds⃗
dt

¼ dH
ds⃗

: ðB18Þ

Referring back to Eq. (B6), it is noteworthy that −Sϵ is
equivalent to the GðssÞ. Since the Hamiltonian has been
expanded up to the quadratic order, the derivative dH=ds⃗
can be expressed as

dH
ds⃗

¼ KðssÞjsi þ KðspÞjui; ðB19Þ

where we choose to use the bra-ket notation for ease of
representation. This gives rise to

GðssÞjṡi ¼ KðssÞjsi þ KðspÞjui; ðB20Þ

which aligns with the form presented in Eq. (B1). Thus, we
have successfully shown the equivalence of the EOM for
the spin-phonon model presented in this appendix with the
undamped Landau-Lifshitz equation.
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APPENDIX C: SPIN-SPIN HESSIANS (KðssÞ)
AND BERRY CURVATURES (ΩðssÞ)

FOR ALL FOUR MATERIALS

In this appendix, we present the spin-spin Hessians and
Berry curvatures for all four materials investigated in
our study.
For bulk CrI3, both the spin-spin Hessian (KðssÞ) and

Berry curvature (ΩðssÞ) matrices have the form

M4×4 ¼
�
a b

b a

�
; ðC1Þ

where both a and b are 2 × 2 matrices that are restricted to
be of the form

a ¼ asym

�
1 0

0 1

�
þ aasym

�
0 1

−1 0

�
; ðC2Þ

and similarly for b, as a result of the threefold symmetry. In
Table XI, we provide the symmetric and antisymmetric
parts of a and b for both KðssÞ and ΩðssÞ of bulk CrI3. It is
noteworthy that the eigenvalues of ΩðssÞ are 1.499 and
1.566 for the Eg and Eu modes, respectively. These values
represent the effective spins of the respective magnon
modes. They are close to 3=2, as expected from the
nominal spin of the Cr3þ ion, but they do differ slightly,
especially for the optical Eu magnon. Instead, the deviation
is very small for the acoustic Eg magnon. These deviations
are not captured by the minimal spin-phonon model
proposed in Ref. [33].
The symmetry-allowed matrix elements for monolayer

CrI3 exhibit a similar structure to those of bulk CrI3, and

they can also be decomposed following the same procedure
as described in Eqs. (C1) and (C2). The numerical values of
these matrix elements are provided in Table XI.
For bulk Cr2O3, the nonzero matrix elements of KðssÞ are

given by

KðssÞ ¼

0
BBB@

a b c d

bT aT d cT

cT dT a bT

dT c b aT

1
CCCA; ðC3Þ

while the nonzero matrix elements of GðssÞ are

GðssÞ ¼

0
BBB@

a b c d

−bT aT d cT

−cT −dT a bT

−dT −c −b aT

1
CCCA: ðC4Þ

Here, a, b, c, and d can also be decomposed in the same
manner as in Eq. (C2). The numerical results for these
matrix elements are provided in Table XI.
For monolayer VPSe3, the matrix elements of both KðssÞ

and ΩðssÞ have the form

M4×4 ¼
�
a b

b aT

�
; ðC5Þ

where a and b are 2 × 2 matrices. The values of these
matrix elements can be found in Table XI.
From Table XI, we can find that, for the systems with at

most two spins, the asymmetric (symmetric) parts of KðssÞ

(GðssÞ) all vanish. However, the symmetry is more com-
plicated in Cr2O3, where some of the b, c, and d
components in Eqs. (C3) and (C4) have both symmetric
and asymmetric components.

APPENDIX D: PERTURBATION TREATMENT
OF PHONON-MAGNON DYNAMICS

In the main text, we directly solve the EOM of the
present approach [Eq. (10)]. However, employing pertur-
bation theory to solve the EOM can offer valuable physical
insights into the influence of Hessian matrices and Berry
curvatures on the results. In this section, we present a
perturbation treatment for KðspÞ, GðpsÞ, and GðppÞ individu-
ally. Furthermore, we provide numerical results from the
perturbation treatment of KðspÞ and compare them with the
predictions of the spin-phonon model.
We begin by reformulating Eq. (10) in matrix form as

ðK þ iωiG − ω2
i MÞjqii ¼ 0; ðD1Þ

TABLE XI. Matrix elements KðssÞ and ΩðssÞ for materials under
study (ML, monolayer). Symmetric (“sym”) and antisymmetric
(“asym”) parts are defined in Eq. (C2). For ΩðssÞ of Cr2O3, the
values of csym ¼ −6.211 × 10−5 and dsym ¼ −2.409 × 10−4 ap-
pear rounded to zero.

KðssÞ (meV) ΩðssÞ

Material Term Sym Asym Sym Asym

CrI3 a 18.340 0 0 −1.533
b −17.455 0 0 0.033

ML CrI3 a 8.956 0 0 −1.526
b −7.497 0 0 0.026

Cr2O3 a 72.182 0 0 −1.454
b 17.360 0.082 0 0
c −27.193 1.275 0.000 0.024
d 27.479 0 0.000 0

ML VPSe3 a 143.092 0 0 −1.351
b 142.622 0 0 0
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where the matricesM, K, and G are defined in Eq. (11). At
variance with the main text, in this appendix we let i, j label
mixed modes, while m, n and μ, ν label bare phonon and
bare magnon modes, respectively. We utilize the bare

phonon and magnon states juð0Þn i and jsð0Þμ i as the basis
functions for the perturbation theory, where the superscript
(0) denotes the zeroth order in the perturbation expansion.
The EOM for unperturbed phonons can be expressed in

matrix form as

ðKðppÞ − ξnMðppÞÞjuð0Þn i ¼ 0; ðD2Þ

where for convenience we introduce the squared frequency
ξn ¼ ω2

n, and for the magnons as

ðKðssÞ þ iωμGðssÞÞjsð0Þμ i ¼ 0; ðD3Þ

where ωμ may be positive or negative even though
solutions with negative energy are not physically observ-

able. The fact that huð0Þm jMðppÞjuð0Þn i ¼ 0 for ξm ≠ ξn and

that hsð0Þμ jGðssÞjsð0Þν i ¼ 0 for ωμ ≠ ων allows us to adopt the
normalization conditions

huð0Þm jMðppÞjuð0Þn i ¼ δmn; ðD4Þ

hsð0Þμ jiGðssÞjsð0Þν i ¼ δμνσμ; ðD5Þ

where σμ takes the values ∓1 for ωμ > 0 and ωμ < 0,
respectively. The solution to Eq. (D1) is a composite vector
that includes both the phonon and magnon sectors, living in

the space spanned by basis vectors juð0Þn i ⊕ j0i and

j0i ⊕ jsð0Þμ i.
As discussed in the main text, phonons and magnons

belonging to the E irreducible representations can be
doubly degenerate. To address this, we need to employ
degenerate perturbation theory. However, we can simplify
the analysis by considering the þ and − sectors separately.
Phonons and magnons from different sectors do not mix,
allowing us towork with these bases throughout this section.

1. Perturbation treatment of KðspÞ

We begin by examining the perturbation of KðspÞ alone,
neglecting GðppÞ and GðspÞ. We replace KðspÞ with λKðspÞ,
where λ serves as our perturbation parameter, and expand
Eq. (D1) up to second order in λ as

K ¼ Kð0Þ þ λKð1Þ;

Kð0Þ ¼
�
KðppÞ 0

0 KðssÞ

�
;

Kð1Þ ¼
�

0 KðpsÞ

KðspÞ 0

�
;

ωi ¼ ωð0Þ
i þ λωð1Þ

i þ λ2ωð2Þ
i þ…;

ξi ¼ ξð0Þi þ λξð1Þi þ λ2ξð2Þi þ…;

jqii ¼ jqð0Þi i þ λjqð1Þi i þ λ2jqð2Þi i þ…: ðD6Þ

We substitute these equations into Eq. (D1) and expand in
orders of λ, making use of the relations

ξð0Þi ¼ ðωð0Þ
i Þ2;

ξð1Þi ¼ 2ωð0Þ
i ωð1Þ

i ;

ξð2Þi ¼ ðωð1Þ
i Þ2 þ 2ωð0Þ

i ωð2Þ
i : ðD7Þ

At zero order, this yields

ðKð0Þ þ iωð0Þ
i G − ξð0Þi MÞjqð0Þi i ¼ 0; ðD8Þ

which corresponds to the EOM for decoupled phonons and
magnons.
The equation at first order in λ is

ðKð0Þ þ iωð0Þ
i G − ξð0Þi MÞjqð1Þi i

þ ðKð1Þ þ iωð1Þ
i G − ξð1Þi MÞjqð0Þi i ¼ 0: ðD9Þ

Multiplying Eq. (D9) on the left by hqð0Þi j, noting

that hqð0Þi jðKð0Þ þ iωð0Þ
i G − ξð0Þi MÞ ¼ 0, and also that

hqð0Þi jKð1Þjqð0Þi i ¼ 0 since Kð1Þ is block off diagonal in
the phonon and magnon d.o.f., we obtain

ωð1Þ
i ðhqð0Þi jiGjqð0Þi i − 2ω0

i hqð0Þi jMjqð0Þi iÞ ¼ 0; ðD10Þ

which indicates that ωð1Þ
i ¼ 0, so that also ξð1Þi ¼ 0. This is

similar to the perturbation theory in quantum mechanics,
where the first-order energy correction is always given by
the diagonal matrix element of the interaction Hamiltonian,
which is zero in our case.
To obtain jqð1Þi i, we multiply Eq. (D9) by hqð0Þj j on the

left and use ωð1Þ
i ¼ ξð1Þi ¼ 0. This gives

hqð0Þj jKð0Þ þ iωð0Þ
i G − ξð0Þi Mjqð1Þi i þ hqð0Þj jKð1Þjqð0Þi i ¼ 0:

ðD11Þ

We observe that if i and j both label phonons or both label

magnons, Kð1Þ has no effect. Therefore, jqð1Þn i for phonons
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has a pure magnon character, and jqð1Þμ i for magnons has a
pure phonon character.

a. Perturbation of phonons

We focus on the perturbation for phonons first, and we
replace jqii and jqji in Eq. (D11) with juni and jsμi,
respectively. Then, Eq. (D11) becomes

hsð0Þμ jKð0Þ þ iωð0Þ
n G − ξð0Þn Mjuð1Þn i þ hsð0Þμ jKðspÞjuð0Þn i ¼ 0:

ðD12Þ

To obtain juð1Þn i, we expand it in terms of the basis jsð0Þν i as

juð1Þn i ¼
X
ν

cð1Þνn jsð0Þν i: ðD13Þ

Substituting Eq. (D13) into Eq. (D12), we have

X
ν

cð1Þνn hsð0Þμ jKðssÞ þ iωð0Þ
n GðssÞjsð0Þν i þ hsð0Þμ jKðspÞjuð0Þn i ¼ 0:

ðD14Þ

Using the relation ðKðssÞ þ iωð0Þ
ν GðssÞÞjsð0Þν i ¼ 0, we find

X
ν

cð1Þνn ω
ð0Þ
nν hsð0Þμ jiGðssÞjsð0Þν i þ hsð0Þμ jKðspÞjuð0Þn i

¼ cð1Þμnω
ð0Þ
nμ σμ þ hsð0Þμ jKðspÞjuð0Þn i ¼ 0; ðD15Þ

where ωð0Þ
nμ denotes ωð0Þ

n − ωð0Þ
μ . Using Eq. (D15), we can

determine cð1Þμn and express juð1Þn i as

juð1Þn i ¼
X
μ

σμ
hsð0Þμ jKðspÞjuð0Þn i
ωð0Þ
μ − ωð0Þ

n

jsð0Þμ i: ðD16Þ

This is the first major result of this appendix. It is worth
noting that the first-order perturbation of the phonons has
only spin character, so that the phonon character remains
unchanged. This cannot explain why the angular momen-
tum summed over a pair of Eg or Eu chiral phonons is not
zero, as can be seen in Tables I and VIII of the main text. To
explain this effect, we need to consider the second-order
perturbation.
Since we have seen that the first-order correction ωð1Þ

n to
the phonon energy vanishes, we need to calculate the

second-order correction ωð2Þ
n in order to determine the

energy splitting of the chiral phonons. By expanding
Eq. (D1) to the second order in λ, we obtain

ðKð0Þ þ iωð0Þ
i G − ξð0Þi MÞjqð2Þi i þ Kð1Þjqð1Þi i

þ ðiωð2Þ
i G − ξð2Þi MÞjqð0Þi i ¼ 0: ðD17Þ

Multiplying Eq. (D17) by hqð0Þi j from the left, we obtain

hqð0Þi jKð1Þjqð1Þi i þ hqð0Þi jiωð2Þ
i G − ξð2Þi Mjqð0Þi i ¼ 0: ðD18Þ

For phonons, we replace jqii with juni and substitute
Eq. (D16) into Eq. (D18), yielding

ξð2Þn ¼
X
μ

σμ
jhsð0Þμ jKðspÞjuð0Þn ij2

ωð0Þ
μ − ωð0Þ

n

; ðD19Þ

or equivalently,

ωð2Þ
n ¼

X
μ

σμ
jhsð0Þμ jKðspÞjuð0Þn ij2
2ωð0Þ

n ðωð0Þ
μ − ωð0Þ

n Þ
: ðD20Þ

This is a second major result. The summation over μ in
Eqs. (D16) and (D20) runs over all solutions of Eq. (D3),
including those of negative energy. Thus, the unphysical
negative-energy states can still contribute to the perturba-
tion of the phonons. It is worth noting that Eq. (D20)
explains why phonons from the þ sector exhibit larger
energy splitting. Since positive-energy magnons also
belong to the þ sector, the interactions between magnons
and phonons are stronger in the þ sector due to the smaller
energy denominator.
Furthermore, we can obtain juð2Þn i by left-multiplying

Eq. (D17) with hqð0Þj j. This yields

hqð0Þj jKð0Þ þ iωð0Þ
i G − ξð0Þi Mjqð2Þi i þ hqð0Þj jKð1Þjqð1Þi i

þ hqð0Þj jiωð2Þ
i G − ξð2Þi Mjqð0Þi i ¼ 0: ðD21Þ

If i labels a phonon and j labels a magnon, both the second
and third terms in Eq. (D21) are zero, implying that the first

term is also zero. It follows that jqð2Þi i can possess only
phonon character. Replacing jqii and jqji by juni and jumi
and substituting Eq. (D16) into Eq. (D21) yields

juð2Þn i ¼
X
m≠n

X
μ

σμ
huð0Þm jKðpsÞjsð0Þμ ihsð0Þμ jKðspÞjuð0Þn i

ðξð0Þn − ξð0Þm Þðωð0Þ
μ − ωð0Þ

n Þ
juð0Þm i;

ðD22Þ

which represents the effect of themagnon-mediated phonon-
phonon interaction at second order. It provides an explan-
ation for the noncanceling angular momentum observed in
chiral phonon pairs, as shown in Tables I and VIII.

b. Perturbation of magnons

We now turn to the corresponding perturbation treatment
of the magnons. First, we replace jqii and jqji in Eq. (D11)

ADIABATIC DYNAMICS OF COUPLED SPINS AND PHONONS … PHYS. REV. X 14, 011041 (2024)

011041-25



with jsμi and juni, respectively. Then, we multiply

Eq. (D11) by juð0Þn i from the left, resulting in

huð0Þn jKð0Þ þ iωð0Þ
μ G − ξð0Þμ Mjsð1Þμ i þ huð0Þn jKðpsÞjsð0Þμ i ¼ 0:

ðD23Þ

Next, we expand jsð1Þμ i in terms of the basis of juð0Þm i as

jsð1Þμ i ¼
X
m

dð1Þmμjuð0Þm i: ðD24Þ

Substituting this expansion into Eq. (D23), we obtain

X
m

dð1Þmμhuð0Þn jKðppÞ − ξð0Þμ Mjuð0Þm i þ huð0Þn jKðpsÞjsð0Þμ i

¼ −dð1Þnμ ξμn þ huð0Þn jKðpsÞjsð0Þμ i ¼ 0: ðD25Þ

From Eq. (D25), we can determine the coefficients dð1Þnμ .
Therefore, the first-order perturbation of the magnons is
given by

jsð1Þμ i ¼
X
n

huð0Þn jKðpsÞjsð0Þμ i
ξð0Þμ − ξð0Þn

juð0Þn i: ðD26Þ

To get the second-order energy perturbation for mag-
nons, we replace jqiiwith jsμi and substitute Eq. (D26) into
Eq. (D18). This leads to

ωð2Þ
μ ¼

X
n

σμ
jhuð0Þn jKðpsÞjsð0Þμ ij2

ξð0Þn − ξð0Þμ

: ðD27Þ

The second-order perturbation of the magnon states can
be obtained in a way similar to what was done for the
phonons. We replace jqii and jqji with jsμi and jsνi and
substitute Eq. (D26) into Eq. (D21). This substitution yields

jsð2Þμ i ¼
X
ν≠μ

X
n

σν
hsð0Þν jKðspÞjuð0Þn ihuð0Þn jKðpsÞjsð0Þμ i

ðωð0Þ
μ − ωð0Þ

ν Þðξð0Þn − ξð0Þμ Þ
jsð0Þν i:

ðD28Þ

We are now prepared to present the numerical results
obtained using the perturbation approach. The neglect of
GðspÞ and GðppÞ corresponds to the spin-phonon model
presented in Appendix B, which can be solved exactly.
Consequently, we can utilize the exact solution as a bench-
mark to evaluate the accuracy of the perturbation approach,
and we choose bulk CrI3 as the benchmark system. In
Table XII, we provide several quantities calculated using
perturbed energies and states. These include the second-
order-perturbed phonon energies, the first-order-perturbed

phonon states represented by the coefficients cð1Þνn defined in
Eq. (D13), and the second-order-perturbedmagnon energies.
The corresponding exact results are also included in
Table XII for benchmarking purposes, and we find that
the perturbation treatment reproduces the exact solutions to
very good accuracy. We perform calculations of the angular
momentum Lz using the second-order-perturbed phonon
states, and the values obtained agree with the numbers
presented in Table I up to the fourth decimal place. As a
result, we do not include the specific numerical results forLz
explicitly in the table.

2. Perturbation treatment of GðspÞ

The treatment of GðspÞ in the perturbation framework
follows a similar procedure to that of KðspÞ. In this case, we
neglectKðspÞ andGðppÞ. SinceGðspÞ is block off diagonal, the
first-order perturbation of the energy is also zero. By
substituting KðspÞ with iωnGðspÞ in Eq. (D16), we can obtain
juð1Þn i due to GðspÞ. Similarly, perturbations ωð2Þ

n and juð2Þn i
due toGðspÞ can be obtained by replacingKðspÞ with iωnGðspÞ
in Eqs. (D20) and (D22), respectively. Perturbations of
magnons can be obtained in the same manner.

TABLE XII. Comparison of perturbation approach and exact
solution in the spin-phonon model. The perturbation approach
provides second-order perturbations to phonon and magnon
energies Eð2Þ

n ¼ ℏωð2Þ
n and first-order perturbations to phonon

states cð1Þνn . The exact solutions for phonon and magnon energy
shifts ΔE ¼ ℏΔω and the spin component of phononlike sol-
utions cνn are included as benchmarks. The bare phonon and

magnon energies Eð0Þ
n ¼ ℏωð0Þ

n are provided as reference values
for energy perturbations or shifts.

Irrep
Eð0Þ
n

(meV)
Eð2Þ
n

(μeV)
ΔE
(μeV)

cð1Þνn

ð10−3Þ
cνn

ð10−3Þ
Phonons
Eg 7.000 −1.323 −1.324 1.562 1.563

1.566 1.565 1.850 1.849
12.929 −0.545 −0.545 1.021 1.021

0.597 0.597 1.118 1.118
13.488 −0.244 −0.244 0.684 0.683

0.266 0.266 0.746 0.747
29.852 −0.001 −0.001 0.050 0.050

0.001 0.001 0.052 0.052
Eu 10.769 −4.431 −4.453 2.809 2.823

−1.593 −1.597 1.010 1.012
14.329 −17.563 −17.546 7.680 7.668

−4.030 −4.031 1.762 1.763
27.823 −3.506 −3.506 1.962 1.962

35.836 35.623 20.053 19.947
Magnons
Eg 0.590 −4.544 −4.543
Eu 22.864 −22.971 −22.757
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3. Perturbation treatment of GðppÞ

In this section, we explore the perturbation treatment of
GðppÞ, this time neglecting KðspÞ and GðspÞ. Taking the
perturbation to be λGðppÞ, Eq. (D1) simplifies to

ðKðppÞ þ iωnGðppÞ − ξnMðppÞÞjuni ¼ 0: ðD29Þ

We expand each term as

ωn ¼ ωð0Þ
n þ λωð1Þ

n þ λ2ωð2Þ
n þ…;

ξn ¼ ξð0Þn þ λξð1Þn þ λ2ξð2Þn þ…;

juni ¼ juð0Þn i þ λjuð1Þn i þ λ2juð2Þn i þ…; ðD30Þ

where KðppÞ and MðppÞ are of zeroth order in λ, and GðppÞ is
of first order in λ.
Expanding Eq. (D29) to the first order in λ, we obtain

ðKðppÞ − ξð0Þn MðppÞÞjuð1Þn i
þ ðiωð0Þ

n GðppÞ − ξð1Þn MðppÞÞjuð0Þn i ¼ 0: ðD31Þ

Multiplying Eq. (D31) by huð0Þn j from the left, we find the
first-order perturbation to the phonon energy as

ξð1Þn ¼ ωð0Þ
n huð0Þn jiGðppÞjuð0Þn i;

ωð1Þ
n ¼ 1

2
huð0Þn jiGðppÞjuð0Þn i: ðD32Þ

Multiplying Eq. (D31) by huð0Þm j from the left, we obtain the
first-order perturbation to juni as

juð1Þn i ¼
X
m≠n

iωnhuð0Þm jGðppÞjuð0Þn i
ξð0Þn − ξð0Þm

juð0Þm i: ðD33Þ

Since the first-order perturbations to energies and pho-
non states are nonzero in this case, we do not go beyond
first order here, although generalizing to higher orders is
straightforward.
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